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1	Introduction
At the last meeting different UP alternatives for architecture group 1a were discussed, as captured in [1]. During the discussion, most companies supported Alternative (c), (d) and/or (e). 
This paper analyzes the benefits of different UP alternatives in architecture group 1a and concludes that it is feasible and beneficial to specify a harmonized solution encompassing all these benefits. The proposed harmonized solution can support both low overhead as well as generic IP services in parallel. 
2 	Drivers for the different 1a alternatives
2.1 	Alternative (a)
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In Alternative (a), the GTP/UDP/IP layer for F1-U is terminated at the Donor DU. This means that the Donor DU needs to translate information carried in the Adaptation Layer to/from information carried in GTP/UDP/IP. Additionally, RLC ARQ is end-to-end, terminating at the donor DU. 
The main driver behind this architecture is to have a one-to-one mapping of bearers on all the backhaul links and to support end-to-end RLC ARQ. However, as agreed at RAN2#103bis, it is required to support both 1:1 and N:1 mapping at the same time (i.e. it is neither necessary nor required to have 1:1 mapping for all bearers). This requirement cannot be supported by Alternative (a) since there is a requirement to an RLC entity in the Donor DU for every end-user bearer. Also, as discussed in detail in [1], end-to-end RLC raises several issues and will require significant standardization effort.

2.2 	Alternative (b) 
[image: ]
In Alternative (b), the GTP/UDP/IP layer for F1-U is also terminated at the Donor DU. This means that the Donor DU needs to translate information carried in the Adaptation Layer to/from information carried in GTP/UDP/IP. Unlike Alternative (a), RLC ARQ is hop-by-hop, where the peer RLC entity for the UE’s RLC is terminated at the access IAB node. 
The main driver for this alternative compared to Alternative (c) discussed below seems to be about increasing the QoS granularity related to backhaul channels without the need to extend the MAC LCIDs and LCGs. However, it is not clear on how finer QoS granularity could be supported in the UL while still being limited to the 8 LCGs of Rel-15 that are currently used for UL BSR/Scheduling. Introducing a new layer in between RLC/MAC which are currently tightly related will most likely also lead to a bigger standardization effort than just increasing the LCIDs and LCGs. 

2.3 	Alternative (c)
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In Alternative (c) the GTP/UDP/IP layer for F1-U is terminated in the Donor DU. This means that the Donor DU needs to translate information carried in the Adaptation Layer to/from the information carried in GTP/UDP/IP. The details of this mapping of GTP/UDP/IP information to/from adaptation layer are FFS. 
The driver for Alternative (c) seems to be the reduction of overhead over the radio interface associated with GTP/UDP/IP headers. Although we agree that this is true compared to Alternative (e) which transfers 28-48 bytes of UDP/IP header (8 bytes header for UDP, 20 bytes header for IPv4, 40 bytes header for IPv6), we do not think that it will necessarily lead to a reduction compared to (d) since also in (c) there is a need to identify the UE context/bearer in the IAB node, which in (d) is done using GTP TEID. Also, apart from the bearer identification, F1-U flow control is realized via GTP-U headers and it is not clear on how this could be carried via the adaptation header.

2.4 	Alternative (d)
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In Alternative (d), the UDP/IP layer for F1-U is terminated in the Donor DU, while the GTP protocol is terminated in the IAB node. The assumption here is that the information in the UDP/IP protocol layers most likely is not needed in the IAB node or can be transferred in a more efficient way in the adaptation layer. Details on how the UDP/IP header is added/removed in the Donor DU is FFS.
Like Alternative (c) the driver for Alternative (d) seems to be to reduce the overhead (IP/UDP) over the radio interface. 
2.5 	Alternative e
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In Alternative (e) the full F1-U interface is terminated in the IAB node. This means that the full GTP/UDP/IP header is transparently forwarded between the IAB node and the CU-UP.
The following drivers for Alternative (e) have been identified:
· Minimization of standardization impact as F1-U can be supported as is e.g. F1-U currently assumes GTP, GTP currently assumes UDP/IP.
· Maximization of the commonalities between IAB node and normal DUs enabling smooth migration once an IAB node is upgraded with a dedicated transport solution.
· Support for generic IP transport for any other nodes or equipment or service at the IAB site, e.g. OAM interface for IAB node, sites with multiple DUs, other RAT equipment (LTE, WLAN), other site equipment.
· Maximized deployment flexibility for using IP based F1-U load balancing at IAB node and CU-UP etc. 
2.6	Observations and the proposed way forward
The following observations are made for the different alternatives:
Protocols overhead:
[bookmark: _Toc528222151]The driver for Alternatives (a)-(c) is to reduce the overhead over the backhaul interface compared to full F1 (Alternative (e)). Although it is very likely that the overhead will be reduced compared to Alternative (e) it is not certain that Alternatives (a)-(c) will have less overhead than Alternative (d) and even if it does, the differences will not be drastic (e.g. only a few bytes per IP packet). 
[bookmark: _Toc528222152]It is FFS on how functionalities such as F1-U flow control, UE bearer identification that currently require GTP-U are to be handled in the case of Alternative (a)-(c) which replaces GTP-U with adaptation layer.
[bookmark: _Toc528222153]Alternative (e) has a higher header overhead compared to the other alternatives.

Bearer mapping and QoS granularity:
[bookmark: _Toc528222154]The driver for Alternative (a) is to enable 1:1 bearer mapping and end-to-end RLC ARQ. In RAN2 #103bis, it has already been agreed to support both 1:1 and N:1 bearer mapping at the same time. N:1 mapping cannot be supported with end-to-end RLC ARQ since the Donor DU needs to have an RLC entity for every end-user bearer.
[bookmark: _Toc528222155]The driver for Alternative (b) compared to Alternative (c) seems to be about increasing QoS granularity without necessarily requiring the extension of LCID/LCG space. It is not clear on how 1:1 mapping and associated finer UL granular QoS handling can be supported without extending the LCG space.

Standardization and implementation impacts:
[bookmark: _Toc528222156]Alternative (b) breaks the current principle of having a one-to-one association between logical channels and RLC entities which is expected to have a bigger implementation and standardization effort compared to Alternatives (c)-(e) where the adaptation layer is located above RLC. 
[bookmark: _Toc528222157]The drivers for Alternative (e) include minimization of standardization, maximizing commonalities between IAB nodes and normal DUs, support for generic IP services at IAB site, and maximize deployment flexibility at IAB and CU-UP.
[bookmark: _Toc528222158]Alternatives (a)-(d) need a different way to support OAM traffic since only GTP traffic is delivered to the IAB node.
As can be seen above, there are no strong arguments to choose Alternatives (a)-(c) since the overhead is similar to Alternative (d). However, given that there are arguments for supporting low overhead in general (as in Alternative (a)-(d) as well as for IP flexibility (as in Alternative e). We think it should be beneficial to strive for a solution which can support both optimized overheads as in (d) for some IAB traffic as well as support for IP as in (e) for other IAB traffic.
[bookmark: _Toc528222164]A harmonized user plane solution should be defined supporting both optimized headers as in Alternative (d) for some IAB traffic as well as support for transparent IP connectivity as in Alternative (e) for other IAB traffic. 
The feasibility of such a harmonized solution is discussed further in chapter 3 below. 
3 	Feasibility of a harmonized solution
3.1 	Routing in the IAB network
One area where harmonization is possible is in the area of routing packets in intermediate nodes. In both Alternatives (d)-(e), this can be done using information carried in the adaptation layer. In theory Alternative (e) could also use information carried in the IP layer, without even having an adaptation header. However, this is not so flexible and future-proof since the content of the IP layer is fixed and outside 3GPP control. So, for this reason, it is proposed that the routing for the harmonized solution should be based on information included in the adaptation layer header. 
[bookmark: _Toc528222165]Routing within the IAB network (i.e. in the intermediate nodes) for the harmonized solution should be based on information in the Adaptation Layer header, not in the IP layer.
The details on how the routing can be done can be discussed further during the work item phase. However, from a feasibility assessment point of view, it seems that the routing can be controlled by the CU and that the routing in both directions is based on an IAB node identifier carried in the adaptation header. The reason for carrying the IAB node identifier also in the UL is that the Donor DU may need to know from which node the packet originates from in the case where the whole IP address is not transferred over the backhaul interface. 
[bookmark: _Toc528222166]The routing within the IAB network could be controlled by the CU and use an IAB node identifier carried in the adaptation header in both UL and DL. Other solutions for handling the routing are not excluded. 
3.2 	Mapping function in the Donor DU
3.2.1 	Need for mapping function
In both Alternatives (d) and (e), there is a need for a function in the Donor DU to map between packets from/to the CU-UP (and other nodes) to/from packets going out over the BH channels. This includes mapping from/to information in GTP/UPD/IP headers to/from adaptation layer addresses and BH RLC channels.
[bookmark: _Toc528222159]In both Alternatives (d) and (e), there is a need for a function in the Donor DU to map between packets from/to the CU-UP (and other nodes) to/from packets going out over the BH channels (using GTP/UDP/IP header, adaptation header, and BH RLC channels).
3.2.2 	Mapping in the DL direction
In Alternative (d), the mapping in the DL direction will be based on the GTP TEIDs which is associated with the end user bearer. It should however be noted that the current F1 standard allows DUs to be associated with multiple IP addresses, so the actual mapping in this alternative is also based on the IP address (not only GTP TEID).
[bookmark: _Toc528222160]In the DL, alternative (d), the Donor DU performs the mapping based on GTP TEID and IP address. 
In Alternative (e), for the DL it has previously been proposed to do this mapping only on information carried in the IP layer. It should however be noted that this does not support the 1:1 mapping since the IP layer does not carry enough information to discern individual UE bearers. It does however support QoS mapping (N:1) based on target node information and IP DSCP. 
To support 1:1 mapping in Alternative (e), it would be possible to extend the mapping to consider information in the GTP header (which is also available at the donor DU). 
[bookmark: _Toc528222161]In the DL, Alternative (e), the Donor DU could also perform the mapping based on GTP TEID and IP address. 
As can be seen from observations above, DL mapping could be harmonized for Alternatives (d) and (e) as the Donor DU can perform the mapping based on IP address and GTP TEIDs. It should be possible to configure this mapping in a flexible way e.g. 
· Map all traffic sent to IP address A, regardless of GTP TEIDs (ingress)
· To egress Adapt. Address for IAB node 1
· BH channel could be based on DSCP and knowledge that target node is IAB node 1. 
· Map all traffic sent to IP address B and GTP TEID range 0-1000 (ingress)
· To egress Adapt. Address for IAB node 2
· BH channel could be based on DSCP and knowledge that target node is IAB node 1. 
· Map all traffic sent to IP address C and GTP TEID 4711 (ingress)
· To egress Adapt. Address for AB node 3, BH channel 3
The level of granularity can depend on the deployment scenario and operator configuration and will also impact how much F1-AP signalling is needed to configure the mapping. The mapping based on GTP TEIDs will for instance not be used for the case of mapping non-GTP based traffic (e.g. OAM traffic, Non-3GPP traffic, …). 
[bookmark: _Toc528222167]The harmonized solution should support a flexible mapping function performed by the Donor DU in the DL based on IP header information and optional GTP TEIDs.
3.2.3 	Mapping in the UL direction
For UL, it has not been discussed how the mapping is performed in Alternative (d), to enable the Donor DU to fill in the correct target IP address. 
Detailed solutions in this area are FFS, however it assumed this could be done based on a combination of information provided in the adaptation header and GTP header as well as configuration of the Donor DU (e.g. from the CU using F1-AP).
[bookmark: _Toc528222162]In the UL Alternative (d), the Donor DU could perform the mapping to target IP address based on a combination of information in the adaptation header and GTP header, and configuration received from the CU (using F1-AP).
In the UL, the mapping in Alternative (e) is trivial since the full GTP/UDP/IP address of the CU-UP is provided.
[bookmark: _Toc528222163]In the UL, the mapping in Alternative (e) is trivial since the full GTP/UDP/IP address of the CU-UP is provided. 
[bookmark: _Toc528222168]There is a need to define an UL mapping function in the harmonized solution in the Donor DU for the case when IP is not transferred over the wireless backhaul. 
3.3 	Handling of UP headers (GTP/UDP/IP) in a harmonized solution
The main difference between the Alternatives (d) and (e) is the handling of user plane headers. In Alternative (d) the UDP/IP headers are removed from F1-U and instead the relevant information is carried in the Adaptation Layer header and GTP while in Alternative (e) the UDP/IP headers are kept. In the harmonized solution it is proposed to support both these alternatives making it a configuration option to minimize the overhead for F1-U traffic and/or use full IP header for F1-U or other IP traffic when that is beneficial. 
[bookmark: _Toc528222169]For traffic configured to use minimum F1-U overhead over the backhaul interface the Donor DU shall remove/insert the UDP/IP header. 
[bookmark: _Toc528222170]For traffic requiring full IP support (e.g. OAM, Non-3GPP) in the harmonized solution, the Donor DU should forward the IP packet transparently. 
The example scenarios could be supported for the harmonized solution:
· Solutions where the UDP/IP header information is removed for all traffic to IAB node.
· Solutions where the UDP/IP header is removed for all GTP based traffic to the IAB node but kept for all other IP based traffic.
· Solutions where the IP header is kept for all traffic. 
It is assumed that for simplicity it is not a requirement to map traffic with and without UDP/IP header on the same backhaul bearer. 
[bookmark: _Toc528222171]The harmonized solution should support both IP packet and GTP only delivery over the backhaul interface in parallel, however, it is not required to support both on the same backhaul bearer. 
Agree the TP to TR 38.874 presented in Section 5.
4	Conclusion
In the previous sections we made the following observations: 
Observation 1	The driver for Alternative (a)-(c) is to reduce the overhead over the backhaul interface compared to full F1 (Alternative (e)). Although it is very likely that the overhead will be reduced compared to Alternative (e) it is not certain that Alternative (a)-(c) will have less overhead than Alternative (d) and even if it does, the differences will not be drastic (e.g. only a few bytes per IP packet).
Observation 2	It is FFS on how functionalities such as F1-U flow control, UE bearer identification that currently require GTP-U are to be handled in the case of Alternatives (a)-(c) which replaces GTP-U with adaptation layer.
Observation 3	Alternative (e) has a higher header overhead compared to the other alternatives.
Observation 4	The driver for Alternative (a) is to enable 1:1 bearer mapping and end to end RLC ARQ. In RAN2 #103bis, it has already been agreed to support both 1:1 and N:1 bearer mapping at the same time. N:1 mapping cannot be supported with end to end RLC ARQ since the Donor DU needs to have an RLC entity for every end user bearer.
Observation 5	The driver for Alternative (b) compared to Alternative (c) seems to be about increasing QoS granularity without necessarily requiring the extension of LCID/LCG space. It is not clear on how 1:1 mapping and associated finer UL granular QoS handling can be supported without extending the LCG space.
Observation 6	Alternative (b) breaks the current principle of having a one to one association between logical channels and RLC entities which is expected to have a bigger implementation and standardization effort compared to Alternatives (c)-(e) where the adaptation layer is located above RLC.
Observation 7	The drivers for Alternative (e) include minimization of standardization, maximizing commonalities between IAB nodes and normal DUs, support for generic IP services at IAB site, and maximize deployment flexibility at IAB and CU-UP.
Observation 8	Alternatives (a-d) needs a different way to support OAM traffic since only GTP traffic is delivered to the IAB node.
Observation 9	In both Alternatives (d)-(e), there is a need for a function in the Donor DU to map between packets from/to the CU-UP (and other nodes) to/from packets going out over the BH channels (using GTP/UDP/IP header, adaptation header, and BH RLC channels).
Observation 10	In the DL, Alternative (d), the Donor DU performs the mapping based on GTP TEID and IP address.
Observation 11	In the DL, Alternative (e), the Donor DU could also perform the mapping based on GTP TEID and IP address.
Observation 12	In the UL Alternative (d), the Donor DU could perform the mapping to target IP address based on a combination of information in the adaptation header and GTP header, and configuration received from the CU (using F1-AP).
Observation 13	In the UL, the mapping in Alternative (e) is trivial since the full GTP/UDP/IP address of the CU-UP is provided.


Based on the discussion in the previous sections we propose the following:
Proposal 1	A harmonized user plane solution should be defined supporting both optimized headers as in (d) for some IAB traffic as well as support for transparent IP connectivity as in (e) for other IAB traffic.
Proposal 2	Routing within the IAB network (i.e. in the intermediate nodes) for the harmonized solution should be based on information in the Adaptation Layer header, not in the IP layer.
Proposal 3	The routing within the IAB network could be controlled by the CU and use an IAB node identifier carried in the adaptation header in both UL and DL. Other solutions for handling the routing are not excluded.
Proposal 4	The harmonized solution should support a flexible mapping function performed by the Donor DU in the DL based on IP header information and optional GTP TEIDs.
Proposal 5	There is a need to define an UL mapping function in the harmonized solution in the Donor DU for the case when IP is not transferred over the wireless backhaul.
Proposal 6	For traffic configured to use minimum F1-U overhead over the backhaul interface the Donor DU shall remove/insert the UDP/IP header.
Proposal 7	For traffic requiring full IP support (e.g. OAM, Non-3GPP) in the harmonized solution, the Donor DU should forward the IP packet transparently.
Proposal 8	The harmonized solution should support both IP packet and GTP only delivery over the backhaul interface in parallel, however, it is not required to support both on the same backhaul bearer.
Proposal 9		Agree the TP to TR 38.874 presented in Section 5.
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[bookmark: _Toc525213631]8.2 	User-plane considerations for architecture group 1
[bookmark: _Toc525213632]8.2.1 	General
The following subsections describe various user plane aspects for architecture group 1 including placement of an adaptation layer, functions supported by the adaptation layer, support of multi-hop RLC, impacts on scheduler and QoS. The study will analyse described architecture options to identify trade-offs between these various aspects with the goal to recommend a single architecture for this group. 





Figure 8.2.2 - 1: Protocol stack examples for UE-access using L2-relaying with adaptation layer for architecture 1a 
Conclusion on protocol stacks for architecture group 1a:
A harmonized user plane solution should be defined supporting both optimized headers as in Alternative (d) for some IAB traffic as well as support for transparent IP connectivity as in Alternative (e) for other IAB traffic. The harmonized solution is characterized as follows:
· Routing within the IAB network (i.e. in the intermediate nodes) for the harmonized solution should be based on the information in the Adaptation Layer header, not in the IP layer.
· The routing within the IAB network could be controlled by the CU and uses an IAB node identifier carried in the adaptation header in both UL and DL. Other solutions for handling the routing are not excluded.
· The harmonized solution should support a flexible mapping function performed by the Donor DU in the DL based on IP header information and optional GTP TEIDs.
· There is a need to define an UL mapping function in the harmonized solution in the Donor DU for the case when IP is not transferred over the wireless backhaul.
· For the traffic configured to use minimum F1-U overhead over the backhaul interface the Donor DU shall remove/insert the UDP/IP header.
· For the traffic requiring full IP support (e.g. OAM, Non-3GPP) in the harmonized solution, the Donor DU should forward the IP packet transparently.
· The harmonized solution should support both IP packet and GTP only delivery over the backhaul interface in parallel, however, it is not required to support both on the same backhaul bearer.
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