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1
Introduction
This contribution analyses the impact of the IP address management in Architecture Group 1a with IP-based C/U-plane architecture option. 
2
Discussion

The respective C/U-plane protocol stack in IP-based architecture option is copied as below (TR38.874). 
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Figure 8.3.4 - 4: Example for alternative 4 of architecture 1a. 4a: UE’s RRC, 4b: MT’s RRC, 4c: DU’s F1-AP
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Figure 8.2.2 - 1: Protocol stack examples for UE-access using L2-relaying with adaptation layer for architecture 1a
This architecture option requires the IAB-MT’s IP addres (i.e. the IP address to be used by the IAB-DU for F1AP/GTP-U) is related to the Donor-DU, so the DL F1AP message, or GTP-U packet can be routed to the Donor-DU. One option as described in current TR38.874 is “IP address assignment to the IAB node could be based IPv6 Neighbour Discovery Protocol where the DU act as an IPv6 router sending out ICMPv6 Router Advertisement over 1 or more backhaul bearer towards the IAB node.” The detailed procedure is described in ([2]), copied as below:
1. The IAB node connects as an MT to the donor CU using existing UE methods (RRC setup request)

2. The UE registers to the CN and trigger UE context setup in RAN (see discussion on CN impacts in next section)

3. The donor CU configures 1 or more backhaul bearers towards the IAB node (and configures the adaption layer at the IAB node and the node serving the IAB node (i.e. another IAB node or the donor DU))

4. The donor DU sends out ICMPv6 Router Advertisement (RA) to the IAB node

a. It is also possible for IAB node to initiate this by sending ICMPv6 Router Solicitation

5. The IAB node, when it receives the ICMPv6 RA, generates 1 or more IPv6 addresses 

6. The IAB node announces the IP addresses to the donor DU using ICMPv6 Neighbor Solicitation and Neighbor Advertisement

7. The donor DU creates a mapping between IP address(es) of the IAB node and corresponding adaptation layer address and backhaul bearer.

Other than requiring the ICMP implementation in the Donor-DU, this type of IPv6 address management has other big impact to the Donor-DU, intermediate IAB node, and adaptation layer, as listed below: 
· Need native multicasting as required by ICMPv6. 
When the IAB-MT uses the ICMP to retrieve the IPv6 prefix, the IAB-MT does not have an IP address yet. According to IETF RFC4861([4]), the Router Advertisement is sent with the destination address set to “the all-nodes multicast address”. This is also confirmed in RFC2491 ([3]), 
A key assumption made by Neighbor Discovery’s actual protocol is that the link technology underlying a given IP interface is capable of native multicasting.
To support the Neighbor Discovery in Non-Broadcast Multi-Access (NBMA) links, some work has been done in IETF. For example, RFC4861([4]) states: 

The details of how one uses ND on NBMA links are addressed in [IPv6-NBMA]. In addition, [IPv6-3GPP] and [IPv6-CELL] discuss the use of this protocol over some cellular links, which are examples of NBMA links.
NOTE: the method described in [IPv6-3GPP] has been captured in TS23.401 and TS24.301 for LTE, TS23.501 and TS24.501 for 5G. In current 5G, the ICMP is performed between the UE and the SMF via the UPF. However, none of these methods can be used for the IAB case. 

So, it needs special processing for the adaptation layer, in order to support multicasting the ICMP packet. For example, when the Donor-DU sends the ICMP RA, the destination adr is set to "all-nodes multicast address”, which needs to be sent to all IAB nodes. When an intermediate IAB node receives the ICMPv6 Router Advertisement, the IAB has to send it to all connected downstream IAB nodes, no matter whether the downstream IAB node already get the IPv6 prefix. It needs similar processing for UL ICMPv6 Router Solicitation message.  

We also need to note in some cases, the destination address of the ICMP packet is not a multicast address. This requires the IAB node, intermediate IAB node and Donor-DU to differentiate the ICMP packest requiring multicast, and other ICMP packets without requiring multicast. This adds more complexity in the IAB node, intermediate IAB node and Donor-DU. 
· Need special processing for ICMP packets over the air interface. The ICMP packet is sent as U-plane packet. For a normal UL U-plane packet, the serving IAB node put the received U-plane packet in a GTP-U packet, then forward to upstream IAB/DU. But for ICMP, the serving IAB shall NOT put the received ICMP packet in a GTP-U packet. Otherwise, the Donor-DU cannot terminate the ICMP, since the GTP-U packet is terminated at the Donor-CU.  

· The IAB-MT’s IPv6 address requires a unique interface identity. Even ICMPv6 allows the IAB-MT to locally select an interface identity, then announce its IPv6 address to perform Duplicate Address Detection. But this is less efficient in cellualr network. Instead, 5G (and 4G) adops a method for a central node, i.e. SMF for 5G, to assign a unique interface identity, and provide it to the UE via NAS procedure. Using a central node to assign the interface identity shall be kept for IAB. 
Observation: using ICMP IPv6 Neighbour Discovery Protocol for IAB-MT address management has significant impact on Donor-DU, serving IAB node, and adaptation layer.
To minimize the impact, a straightforward solution may be to let the Donor-CU informs the IAB-MT about the IPv6 prefix and interface identity via RRC procedure, thus avoid the complexity introduced by the ICMP, and the impact to Donor-DU, intermediate IAB node, and adaptation layer. 
We propose to capture the analysis in the TR. There may be two possible options:
· Option 1: Still use ICMPv6 for IP address management, and capture the impact of ICMPv6 in the TR.

· Option 2: remove the IP address management using ICMPv6, and add the method to use RRC procedure for IP address management. 
TP for both options are proposed are at the end of this contribution. We propose RAN3 to discuss this issue, and agree the related TP for the TR. 
Proposal: RAN3 discuss the IP address management for Architecture Group 1a with IP-based C/U-plane architecture option, and capture the related TP in the TR. 
3
Conclusions
In this contribution we have analysed the IP address management using the ICMPv6 procedures. Our observations and proposals are: 

Observation: using ICMP IPv6 Neighbour Discovery Protocol for IAB-MT address management has significant impact on Donor-DU, serving IAB node, and adaptation layer.
Proposal: RAN3 discuss the IP address management for Architecture Group 1a with IP-based C/U-plane architecture option, and capture the related TP in the TR. 
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Proposed TP for Option 1
The following text are proposed to be added at the end of the Comparison table of R3-186209:

10.x
Comparison of IAB architectures 

The following table compares architectures 1a, 1b and 2a.

Table 10.x-1: Comparison among IAB architectures
	Classification
	KPI 
	Architecture 1a
	Architecture 1b
	Architecture 2a

	Functionality
	Backhaul transport
	Over RLC channel
	Over PDU session

	Functionality
	Security
	End to end security between UE and donor CU node
	Hop by hop security in each access link and backhaul link

	Functionality
	Termination of UE’s NG-U tunnel
	At donor CU 
	At UE’s serving IAB node

	Functionality
	Termination of UE’s NG-C connection
	At donor CU
	At UE’s serving IAB node

	Specification
	Specification for topology discovery
	Can leverage centralized control via CU-CP and existing signalling protocols RRC and F1-AP.


	Uses low complexity distributed protocol and RRC for message transport 

	Specification
	Specification topology management
	Can leverage centralized control via CU-CP and existing signalling protocols RRC and F1-AP.


	Has not been studied 

	Specification
	Specification for route management
	Same as for topology management above

	Has not been studied 

	Specification
	Specification for resource management to address half-duplexing constraint, inter-link interference across topology
	Same as for topology management above

	Has not been studied 

	Specification
	Core network specification
	Lower

No CN specification needed for UPF/GW.
	Minimally higher

CN specification needed for UPF/GW support on IAB-donor and IAB-node.

	Specification
	RAN specification 
	Needed
Modification of protocol layers for L2 transport
	Not needed

	Specification 
	Standards Areas Impacted
	Mostly RAN
	RAN and also NGC/EPC due to need of UPF/GW

	Deployment


	Conversion of IAB-node to wired node
	IAB-nodes can easily be upgraded to wireline DUs or IAB-donor DUs by providing a wireline connection since the CU is already centralized.
	When IAB-nodes are upgraded to IAB-donor-DUs, the CU-part and UPF-part may have to be removed and centralized in case split-architecture is desired.
This may be done by SW update.  

	Deployment
	CP scalability with the number of IAB nodes
	Lower
Donor CU-CP is responsible for the RRC connection and DRB management of all the UEs served by the donor DU as well as downstream IAB nodes. So, donor CU-CP may become bottleneck with more IAB nodes aggregated.

.
	Higher

Each IAB node manages the RRC connection and DRBs of its own access UE. Donor IAB node is only responsible for the RRC connection and DRB management of directly connected UEs.

	Deployment
	Transport of LTE access & non-3GPP access
	Supported

Over PDU session to UPF, which needs to be deployed
	Supported

Over PDU session to UPF on donor
	Supported 

Over PDU session to UPF on parent IAB-node

	Deployment
	Compliance with DU/CU deployments
	Supported for IAB-node and donor
	Supported for donor

	Complexity
	Number of termination points of gNB external interfaces in IAB node
(F1, N2/3, Xn, etc.)
	Lower

Only one F1 to donor
	Higher 
N2/3 and Xn to surrounding IAB-nodes

	Complexity
	Need for packet forwarding at handover to/from IAB node
	Not needed for intra-CU handover, only needed for inter-CU handover
	Needed for every handover since each IAB-node holds a CU

	Complexity
	Functions supported in IAB node
	MT + DU
	MT + DU + CU + UPF

	Security
	Vulnerability of IAB-nodes to security attacks (e.g. due to tampering with node) 
	UE security is not terminated at IAB-node
	UE security is terminated at IAB-node

	Processing 
	Packet processing in intermediate IAB-nodes
	Lower

No BH PDCP processing
	Higher

BH PDCP has to be processed on every BH interface

	Processing
	Core network signalling during topology adaptation
	Lower

No UPF or GW has to be configured on IAB-donor or IAB-node.
	Slightly higher 
For inter-CU topology adaption, UPF or GW has to be configured on IAB-donor for topology adaptation
	Higher 
For any topology adaption, establishing new BH link, UPF or GW has to be configured on IAB-donor for topology adaptation

	Performance
	CN signaling overhead due to UE mobility
	Lower

No CN signaling for intra-donor CU node mobility
 
	Higher

CN signaling for intra-donor mobility

	Performance
	Protocol overhead
	BH link contains PHY-MAC-RLC (potentially also IP-UDP-GTP-U)
	BH connection contains MAC-RLC-PDCP-SDAP-IP-UDP-GTP-U

	Performance
	QoS
	Per-UE-bearer QoS supported on backhaul
	QoS only supported per QoS profile on backhaul

Per-UE-bearer QoS has not been studied
 

	Performance
	Core network signalling overhead
	Only during IAB-node integration and inter-CU RLF recovery.
	Also, during every topology adaptation procedure that establishes or releases a BH link.

	Performance
	RRC latency
	Higher

Multi-hop to donor
	Lower

Single hop to parent 

	Performance
	Packet processing overhead
	Smaller 

since there is no PDCP/SDAP stack to be processed for backhauling.
	Slightly higher 

since PDCP/SDAP stack needs to be processed for backhauling on access IAB-node and IAB-donor.
	Higher 

since PDCP/SDAP stack needs to be processed for backhauling on each hop.


Architecture Group 1a with IP-based C/U-plane architecture option required additional changes to the Donor-DU, internmediate IAB nodes, and adaptation layer in following aspects:

· Need native multicasting as required by ICMPv6. 
When the IAB-MT uses the ICMP to retrieve the IPv6 prefix, the IAB-MT does not have an IP address yet. According to IETF RFC4861([4]), the Router Advertisement is sent with the destination address set to “the all-nodes multicast address”. 
So, it needs special processing for the adaptation layer, in order to support multicasting the ICMP packet. For example, when the Donor-DU sends the ICMP RA, the destination adr is set to "all-nodes multicast address”, which needs to be sent to all IAB nodes. When an intermediate IAB node receives the ICMPv6 Router Advertisement, the IAB has to send it to all connected downstream IAB nodes, no matter whether the downstream IAB node already get the IPv6 prefix. It needs similar processing for UL ICMPv6 Router Solicitation message.  

In some cases, the destination address of the ICMP packet is not a multicast address. This requires the IAB node, intermediate IAB node and Donor-DU to differentiate the ICMP packest requiring multicast, and other ICMP packets without requiring multicast. This adds more complexity in the IAB node, intermediate IAB node and Donor-DU. 
· Need special processing for ICMP packets over the air interface. The ICMP packet is sent as U-plane packet. For a normal UL U-plane packet, the serving IAB node put the received U-plane packet in a GTP-U packet, then forward to upstream IAB/DU. But for ICMP, the serving IAB shall NOT put the received ICMP packet in a GTP-U packet. Otherwise, the Donor-DU cannot terminate the ICMP, since the GTP-U packet is terminated at the Donor-CU.  

· The IAB-MT’s IPv6 address requires a unique interface identity. Even ICMPv6 allows the IAB-MT to locally select an interface identity, then announce its IPv6 address to perform Duplicate Address Detection. But this is less efficient in cellualr network. Instead, 5G (and 4G) adops a method for a central node, i.e. SMF for 5G, to assign a unique interface identity, and provide it to the UE via NAS procedure. Using a central node to assign the interface identity shall be kept for IAB. 
Proposed TP for Option 2

8.3.4
CP alternatives for architecture 1a

>> Skip the unchanged part <<
Alternative 4: 

Figure 8.3.4 - 4 shows protocol stacks for UE’s RRC, MT’s RRC and DU’s F1-AP for alternative 4. In these examples, the adaptation layer resides on top of RLC and carries an IP-layer as discussed in section 8.2.2. This alternative has the following main features:

· The IP-layer carried by adapt is connected to the fronthaul’s IP-plane through a routing function at the IAB-donor DU. On this IP-layer, all IAB-nodes hold IP-addresses, which are routable from the IAB-donor CU-CP.

· The Donor-CU informs the IAB-MT about the IPv6 prefix and interface identity via RRC procedure.Other methods are not excluded.
· The extended IP-plane allows native F1-C to be used between IAB-node DU and IAB-donor CU-CP. Signalling traffic can be prioritized on this IP routing plane using DSCP markings in compliance with TS 38.474. 

· F1-C is protected via NDS, e.g. via D-TLS, as established by S3-181838.

· The UE’s and the MT’s RRC use SRB, which is carried over F1-C in compliance with TS 38.470. 

