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Discussion and Decision
1 Introduction
In this paper we provide our views on various issues pertaining to support of multiple TLNAs on various network interfaces. 

2 Discussion
The summary of the off-line discussion from the previous meeting in [1] outlines the state of the art as follows:

	Node / interface
	Can multiple IP addresses be used?
	Method
	Status

	AMF / NG
	Yes
	Adding / Removing / Updating TNLA
	Fully supported

	NGRN / NG
	Yes
	Sending CONFIG UPDATE with node ID
	Agreed, signalling missing (TPs at the meeting: [1], [2])

	CU / F1
	Yes
	Adding / Removing / Updating TNLA
	Fully supported

	DU / F1
	No
	Sending CONFIG UPDATE with node ID
	Part of “full package”

	CP / E1
	Yes
	Adding / Removing / Updating TNLA
	Fully supported

	UP / E1
	Yes
	Sending CONFIG UPDATE with node ID
	Agreed, description missing

	NGRN / Xn
	No
	Adding / Removing / Updating TNLA
	Agreed, signalling and description missing


Additionally, the following agreements have been made in the last meeting:
DU is not allowed to trigger the establishment of additional SCTP associations; DU sends DU ID in DU config update; this is the 1st procedure in the new TNLA

We enable XnAP signaling support to set up multiple SCTP associations for Xn
The DU case
First, we would like to address the DU case. We would like to point out that little technical reasons have been shown in favor of supporting multiple IP addresses (and dynamic additional of these) for the DU. The main motivation for such functionality in AMF and CU is support of deployments of these networks nodes in virtualized environments, where hardware resources (including hardware network interfaces) can be added (and removed) “on the fly” to accommodate variations in load. It is not at all clear whether the same motivation applies to DUs, which are unlikely to be deployed in virtualized environment. Therefore, the primary motivation (at least based on the arguments brought up so far by the proponents) seems to be alignment across all network interfaces. This may or may not be a sufficiently good reason to introduce the functionality in question.

Observation 1: the main motivation for having multiple IP addresses in DU appears to be alignment across all network interfaces. 
Furthermore, the agreement from the last meeting seems to be a bit ambiguous. On the one hand, it says that “DU is not allowed to trigger the establishment of additional SCTP associations”, but on the other hand it states that “DU sends DU ID in DU Config Update”…presumably to support the case when the DU has established a new SCTP association. Our interpretation of the agreement is that “a DU establishes a new SCTP association and sends the DU Config Update with the DU ID as the first message”.
Even though we do not believe there is sufficiently strong case to support multiple IP addresses in DU, we do not intend to challenge the agreement. Perhaps alignment of a similar functionality across multiple NG-RAN interfaces is a reason good enough to justify the introduction of such functionality. However, if the above understanding of the agreement is correct, there is one issue which have been overlooked. Whatever the case for adding new SCTP connections from multiple IP addresses in a DU, there probably should also be the case when a DU may need to remove previously added SCTP connections. Even though it is hard to have a proper discussion without a clear use case, we find it even harder to believe that a functionality of adding new SCTP connections during DU operation can possibly be beneficial without the functionality to remove added connections.

Observation 2: whatever the case for adding new SCTP connections from multiple IP addresses in a DU, there probably should also be the case when a DU may need to remove previously added SCTP connections.
Based on these considerations we propose to define a solution for multiple SCTP connections from multiple IP addresses in DU, supporting both addition and removal of SCTP connections. 

Proposal 1: to define a solution for multiple SCTP connections from multiple IP addresses in DU, supporting both addition and removal of SCTP connections.

Note: a similar case is being made for the NG interface in [2].

The NG-RAN NG case 
While the focus of the present paper is F1, E1 and Xn interfaces, we would like to point out that it seems beneficial to have a common set of procedures covering all the interfaces, including NG. The NG interface is addressed by a separate paper [2] in the corresponding AI.

The Xn case

For the Xn interface, the consensus seems to be to adopt the NG solution “as is”, taking into account that the Xn interface is fully symmetric – that is, both nodes should support multiple SCTP associations with multiple IP addresses and both nodes should be able to add/remove/modify these.
Specifically, the Xn Setup Request/Response procedure should be extended with TNLA To Add List IE and the NG-RAN Node Configuration Update procedure should be extended with TNLA To Add List, TNLA to Update List and TNLA to Remove List IEs.

Proposal 2: in Xn, both nodes should support multiple SCTP associations a-la NG-AP with multiple IP addresses and both nodes should be able to add/remove/modify these.

A simple way to realize the agreement to support Xn is to mimic the AMF behavior on the NG interface (with regards to addition/removal/modification of TNLAs).

The X2 case

With regards to X2, we believe that this should probably be discussed separately from the NG-RAN interfaces. For the time being we would only like to point out that there seems to be little benefit in supporting multiple SCTP associations in X2 without similar functionality on S1. This is because that if an eNB is deployed in virtualized environment (and thus requires multiple SCTP associations on the X2 interface), it will require multiple SCTP associations on the S1 for precisely the same reasons.

Observation 3: little benefit in supporting multiple SCTP associations in X2 without similar functionality on S1.

Proposal 3: to postpone the discussion on multiple SCTP associations on X2.

3 Conclusion

In the present contribution we make the following observations:

Observation 1: the main motivation for having multiple IP addresses in DU appears to be alignment across all network interfaces. 

Observation 2: whatever the case for adding new SCTP connections from multiple IP addresses in a DU, there probably should also be the case when a DU may need to remove previously added SCTP connections.

Observation 3: little benefit in supporting multiple SCTP associations in X2 without similar functionality on S1.

Based on the discussion in the present contribution and the observations above we propose: 

Proposal 1: to define a solution for multiple SCTP connections from multiple IP addresses in DU, supporting both addition and removal of SCTP connections.

Proposal 2: in Xn, both nodes should support multiple SCTP associations a-la NG-AP with multiple IP addresses and both nodes should be able to add/remove/modify these.

Proposal 3: to postpone the discussion on multiple SCTP associations on X2.
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