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Introduction
In this contribution, we list up the remaining “FFS”s in the TR 38.874, and show our views on how to handle those “FFS”s in the SI.
Discussion
In this contribution, we list up the remaining “FFS”s in the TR 38.874, and show our views on how to handle those “FFS”s in the SI. We share our views on the remaining “FFS” in the TR 38.874 with the following list.
Proposal: Agree proposed action below and change the TR based on those.
Green; No need online discuss
Yellow; Need to discuss with another contribution papers

	No
	Section
	The current description TR 38.874v040 [1]
	Proposed action
	Discussion paper
	WG

	1
	5.2.3
	Requirement: L2- and L3-relay architectures shall be studied. Definitions of L2- and L3-relaying in the context of IAB are FFS.
	Add the definitions for L2/L3 relaying
L2-relaying: relaying RLC PDU or MAC PDU with IAB adaptation layer header leverages CU/DU-split architecture
L3-relaying: relaying IP PDU over PDU sessions using UPF/L-GW which IAB nodes holding inside
And remove the sentence, “Definitions of L2- and L3-relaying in the context of IAB are FFS.”.
	
	RAN2

	2
	6.1.1
	In Option c “UE and IAB-node operate in NSA with EPC”, the IAB-node may use the LTE leg for IAB node initial access and configuration, topology management, route selection, and resource partitioning. The detail is FFS.
	Remove the sentence “The detail is FFS” TR already has the detail (R3-186263 TP on IAB with NSA operation)
	
	RAN3

	3
	6.3.1.1
	F1*-U transport between MT and DU on the serving IAB-node as well as between DU and CU on the donor is FFS
	Remove the whole sentence, since there is detailed descriptions related to F1*-U transport on another section “8.2.1 General”
	
	RAN3

	4
	6.4.1.1
	In case the IAB-node holds a DU for UE-access, it may not be required to support PDCP-based protection on each hop since the end user data will already be protected using end to end PDCP between the UE and the CU. Details are FFS.
	Remove the sentence “Details are FFS”. It can be discussed in the WI phase.
	
	RAN3

	5
	7.3.2
	Editor’s Note: The level of required enhancement or optimization for the different options is FFS.
	Need RAN1 discussion
	
	RAN1

	6
	7.6
	Editor’s note: It is FFS whether solutions should be specified as part of an IAB WI or other NR WI.
	Need RAN1 discussion
	
	RAN1

	7
	8.2.2
	While details of the information carried in the adaptation layer are FFS, a brief overview is provided below on how the above information may be used to this end, if included in the final design of Adapt.
	Modify the sentence as follows.
A brief overview is provided below on how the above information may be used  to this end, if included in the final design of Adapt.

	
	RAN2

	8
	8.2.2
	The design of the adaption header is FFS.
	Should be discussed in the topic “Unified Design”
R2-1816874 Email discussion [103bis#32][NR - IAB] Unified Design  Qualcomm Inc
	R2-1816874
	RAN2

	9
	8.2.2
	FFS whether UE-specific ID, if it is used, will be a completely new identifier or whether one of the existing identifiers can be reused, as well as whether the identifier(s) included in Adapt vary depending on the adaptation layer placement.
	Remove the word “FFS” 
	
	RAN2

	10
	8.2.2
	FFS whether 8 groups for the uplink BSR reporting is sufficient or whether the scheduling node has to possess better knowledge of which DRB has uplink data.
	Replace the sentence with “Extension of the LCID space may require enhancements to BSR reporting.”
	
	RAN2

	11
	8.2.3
	Rerouting of PDCP PDUs buffered on intermediate IAB-nodes in response to a route update (FFS what information needs to be exchanged between IAB nodes).
	Remove the sentence “FFS what information needs to be exchanged between IAB nodes”, it can be discussed in the WI phase
	
	RAN2

	12
	8.2.4.1
	Which exact identifiers are needed, and which of these identifier(s) are placed within the adaptation layer header depends on the architecture/protocol option, and the details are FFS
	Remove just the phrase “the details are FFS”, it can be discussed in the WI phase
NOTE: This sentence appears twice in this sub-section. So, the same modification is applied.
	
	RAN2

	13
	8.2.4.2
	Any normative impact of various scheduling techniques is FFS.
	Modify the sentence as follows
Different scheduling techniques may differ in their normative impact
	
	RAN2

	14
	8.2.4.3
	The example feedback listed above, and others FFS, may be forwarded from child to parent and parent to child to support efficient scheduling in an IAB network.
	Modify the sentence as follows
The example feedback listed above, and possibly other information, may be forwarded from child to parent and parent to child to support efficient scheduling in an IAB network.
	
	RAN2

	15
	8.2.6
	This mechanism allows mitigating congestion at the intermediate IAB node. It is FFS if an additional flow control mechanism is needed to handle uplink data congestion.
	Replace the sentence with “Additional control mechanism may be needed to handle uplink data congestion.”
	
	RAN2

	16
	8.2.6
	Thus, hop-by-hop flow control may also be required together with end-to-end congestion handling. The details regarding end-to-end and hop-by-hop congestion handling mechanisms, and any interaction between them, if any, are FFS.
	Modify the sentence as follows
Thus, hop-by-hop flow control may also be required together with end-to-end congestion handling, with/without some interaction between two flow control schemes.
	
	RAN2

	17
	8.2.6
	IAB node buffer load (FFS on the exact format and content)
	Remove the sentence “FFS on the exact format and content”, it can be discussed in the WI phase
	
	RAN2

	18
	8.2.6
	IAB node ID, where the congestion has occurred (FFS implicitly or explicitly)
	Remove the sentence “FFS”, it can be discussed in the WI phase
	
	RAN2

	19
	8.2.6
	The granularity of the feedback information is FFS, e.g. per UE radio bearer, per RLC-channel, per backhaul link.
	Modify the sentence as follows
The granularity of the feedback information can be e.g. per UE radio bearer, per RLC-channel, per backhaul link.
	
	RAN2

	20
	8.3.4
	FFS: On how F1-AP information can be sent along with RRC messages
NOTE: The adobe sentence was added by  R2-1814371 Summary of e-mail discussion [103#54][IAB] TP for Control Plane Transport in architecture group 1a Ericsson (Rapporteur)[2]
	Modify the sentence as follows
In this alternative, some F1-AP messages conveying RRC messages are not used. It requires some modification to the existing F1-AP specification to adopt the alternative.
	
	RAN3

	21
	8.4.2
	Packets are forwarded through the IAB topology based on the IP packet header (eg: GTP tunnel destination IP address). This means reusing usual routing tables one would normally have with wired backhaul. The Donor CU may configure routes via C-plane or U-plane signaling. The method to do so may not be specific to Architecture Group 2 and is FFS.
	Remove the last sentence “ The method to do so may not be specific to Architecture Group 2 and is FFS”
	
	RAN3

	22
	9.2
	· The same IP domain (FFS),
· Different IP domains (FFS). 
	Remove just the words “FFS”.
	
	RAN3

	23
	9.3
	3.	IAB node’s integration procedure phase 2-2: IAB node DU part setup. For CP alternative 2 and alternative 4 for 1a and 1b, the IAB node’s DU part performs F1-AP setup procedure. For other CP alternatives how to perform this phase is FFS.
	Remove the entire sentence “For other CP alternatives… is FFS” since we have now ruled out other CP alternatives.
	
	RAN3

	24
	9.3
	Editor’s note: This procedure is one example, the details of how to configure the routing are FFS
	Should be discussed
R3-186316 Removal of the FFS on IAB Routing update procedure KDDI Corporation
	R3-186316
	RAN3

	25
	9.3
	Phase 1: IAB-node MT part setup. In this phase, IAB node MT part performs the connection setup procedure and authentication via LTE RRC signaling to the LTE network (FFS: EPC impact to differentiate between access UEs and MTs).
NOTE: The adobe sentence was added by  R3-186263	TP on IAB with NSA operation AT&T [3]
	Remove the sentence “(FFS: EPC impact to differentiate between access UEs and MTs)”. If EPC impact, how to address the impact can be discussed in the WI phase.
	
	RAN3

	26
	9.5
	In order to guarantee latency bounds, the CU should include in the QoS request to the DUs some assistance information including at least e.g. some hop-count-related information pertaining to the route to the access-IAB-node-DU. Further details of this information to be provided are FFS.
	Remove the sentence “Further details of this information to be provided are FFS”, it can be discussed in the WI phase
	
	RAN2

	27
	9.6.2
	These first 3 steps are illustrated in figure 9.6.2-1, where NGCI is shown as the Cell ID. PCI and/or other identifiers may additionally be included. The specific identifiers to be relayed are FFS.
	Remove the sentence “The specific identifiers to be relayed are FFS.”, it can be discussed in the WI phase
	
	RAN3

	28
	9.7.5
	For IAB, the retransmission of PDCP PDUs and the use of Downlink Data Delivery Status as discussed in TS 38.425 clause 5.4.2 is FFS.
	Modify the sentences as below
For IAB, the retransmission of PDCP PDUs and the use of Downlink Data Delivery Status as discussed in TS 38.425 clause 5.4.2 are potentially relevant.
	
	RAN3

	29
	9.7.6
	In this latter case, the migrating IAB-node’s IP address changes during topology adaptation as discussed under Step A. The details of the procedure for updating the F1-U and F1-C tunnels/associations for CP alternative 4 are FFS.
	Replace “The details of the procedure for updating the F1-U and F1-C tunnels/associations for CP alternative 4 are FFS” with “For CP alternative 4, procedure for updating the F1-U and F1-C tunnels/associations may require further analysis.”
	
	RAN3

	30
	9.7.7
	The details about how a multi-connectivity architecture design operating at the IAB node level would perform topology adaptation are still FFS.
	Should be discussed
R3-186317 Detailed design on topology redundancy KDDI Corporation
	R3-186317
	RAN3
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Text Proposal for RAN2

<<No1 TP start>>
[bookmark: _Toc525213592]5.2.3	L2- and L3-relay architectures
There has been extensive work in 3GPP on Layer 2 (L2) and Layer 3 (L3) relay architectures. Leveraging this work may reduce the standardization effort for IAB. The study can further establish an understanding of the tradeoff between L2- and L3-relaying in the context of IAB.
Requirement: L2- and L3-relay architectures shall be studied. Definitions of L2- and L3-relaying in the context of IAB are FFS.
Definitions:
· L2-relaying: relaying RLC PDU or MAC PDU with IAB adaptation layer header leverages CU/DU-split architecture
· L3-relaying: relaying IP PDU over PDU sessions with IAB adaptation layer using UPF/L-GW which IAB nodes holding inside
<<No1 TP end>>

<<No7 TP start>>
Content carried on the adaptation layer header 
The study will identify all information to be carried on the adaptation layer header. This may include:
· UE-bearer-specific Id
· UE-specific Id
· Route Id, IAB-node or IAB-donor address 
· QoS information
· Potentially other information 

IAB nodes will use the identifiers carried via Adapt to ensure required QoS treatment and to decide which hop a packet should be sent to. While details of the information carried in the adaptation layer are FFS, a A brief overview is provided below on how the above information may be used to this end, if included in the final design of Adapt. 
<<No7 TP end>>

<<No9, 10 TP start>>
Observations on adaptation layer placement
1. The above-RLC adaptation layer can only support hop-by-hop ARQ. The above-MAC adaptation layer can support both hop-by-hop and end-to-end ARQ.
2. Both adaptation layer placements can support aggregated routing, e.g. by inserting an IAB-node address into the adaptation header.
3. FFS whether UE-specific ID, if it is used, will be If UE-specific ID is used, a completely new identifier or whether one of the existing identifiers can be reused, as well as whether the identifier(s) included in Adapt vary depending on the adaptation layer placement. 
4. Both adaptation layer placements can support per-UE-bearer QoS treatment. In order for each UE bearer to receive individual QoS support when their number exceeds the size of the LCID space, one possible solution is the extension of the LCID-space which can be achieved through changes to the MAC sub-header, or by dedicated information placed in the Adapt header. FFS whether 8 groups for the uplink BSR reporting is sufficient or whether the scheduling node has to possess better knowledge of which DRB has uplink data. Extension of the LCID space may require enhancements to BSR reporting.
<<No9, 10 TP end>>

<<No11 TP start>>
[bookmark: _Toc525213634]8.2.3 	Multi-hop RLC ARQ
For RLC AM, ARQ can be conducted hop-by-hop along access and backhaul links (Figure 8.2-1b, c and 8.2-2). It is also possible to support ARQ end-to-end between UE and IAB-donor (Figure 8.2-1a). Since RLC segmentation is a just-in-time process it is always conducted in a hop-by-hop manner. The figures show example protocol stacks and do not preclude other possibilities.
<<*snip*>>
The issue of end to end reliability in hop-by-hop RLC ARQ case could be addressed by specifying, e.g., the following mechanisms: 
· Modification of PDCP protocol/procedures. This solution would not be applicable to Rel-15 UEs which means that Rel-15 UE performance may be impaired.
· Rerouting of PDCP PDUs buffered on intermediate IAB-nodes in response to a route update (FFS what information needs to be exchanged between IAB nodes).
· Introducing UL status delivery (from the Donor gNB to the IAB node), whereby the IAB node can delay the sending of RLC ACKs to the UE until a confirmation of reception at the Donor gNB.
<<No11 TP end>>

<<No12 TP start>>
8.2.4	Scheduler and QoS impacts
8.2.4.1	UE-bearer-to-BH-RLC-Channel mapping
An IAB node needs to multiplex the UE DRBs to the BH RLC-Channel. The following two options can be considered on bearer mapping in IAB node.


Figure 8.2.4.1-1 example of one-to-one mapping between UE DRB and BH RLC-Channel
Option 1. One-to-one mapping between UE DRB and BH RLC-channel
In this option, each UE DRB is mapped onto a separate BH RLC-channel. Further, each BH RLC-channel is mapped onto a separate BH RLC-channel on the next hop. The number of established BH RLC-channels is equal to the number of established UE DRBs. 
Identifiers (e.g. for the UE and/or DRB) may be required (e.g. if multiple BH RLC-channels are multiplexed into a single BH logical channel). Which exact identifiers are needed, and which of these identifier(s) are placed within the adaptation layer header depends on the architecture/protocol option, and the details are FFS.


Figure 8.2.4.1-2 example of many-to-one mapping between UE DRBs and BH RLC-channel
Option 2. Many-to-one mapping between UE DRBs and BH RLC-channel
For the many-to-one mapping, several UE DRBs are multiplexed onto a single BH RLC-channel based on specific parameters such as bearer QoS profile. Other information such as hop-count could also be configured. The IAB node can multiplex UE DRBs into a single BH RLC-channel even if they belong to different UEs. Furthermore, a packet from one BH RLC-channel may be mapped onto a different BH RLC-channel on the next hop (details of IAB L2 structure for bearer multiplexing are given in section 8.2.5). All traffic mapped to a single BH RLC-channel receive the same QoS treatment on the air interface.
Since the BH RLC-channel multiplexes data from/to multiple bearers, and possibly even different UEs, each data block transmitted in the BH RLC-channel needs to contain an identifier of the UE, DRB, and/or IAB node it is associated with. Which exact identifiers are needed, and which of these identifier(s) are placed within the adaptation layer header depends on the architecture/protocol option, and the details are FFS.
<<No12 TP end>>

<<No13 TP start>>
8.2.4.2	Enforcement of Fairness Schemes
[bookmark: _Hlk513562410]An IAB network should attempt to schedule the wireless resources to meet each UE bearer’s requirement regardless of the number of hops a given UE is away from the Donor DU.
The scheduler on the wireless backhaul link can distinguish the QoS profiles associated with different RLC channels. It may also apply information regarding the number of hops a packet needs to traverse, in addition to the QoS profile of the bearers, in order to provide hop-agnostic performance. Different scheduling techniques may differ in their normative impactAny normative impact of various scheduling techniques is FFS.
When one-to-one mapping is used between UE bearer and RLC-channel on the backhaul, the IAB node has explicit information on each UE bearer and can therefore apply appropriate QoS differentiation among QoS profiles, as well as fairness among UE bearers with same QoS profile. 
<<No13 TP end>>

<<No14 TP start>>
[bookmark: _Hlk517183332]8.2.4.3	Radio aware scheduling
NR enables radio aware scheduling for the access link by providing the timely channel quality feedback and the ability to monitor the per UE bearer windowed throughput at the radio scheduling function in the DU. IAB scheduling should also be provided with timely feedback to enable efficient radio aware scheduling. Some examples of feedback may include:
· Number of UEs served by child IAB nodes and their subtending IAB nodes as shown in Table 8.2.4.2-1.
· UE bearer windowed throughput to identify the service rate of the access link
· UE congestion at the next hop due to unscheduled packets (e.g. next hop queue depth)
· The relative benefit/penalty for scheduling a given UE or backhaul bearer on the adjacent hop.
The example feedback listed above, and possibly other information, may be forwarded from child to parent and parent to child to support efficient scheduling in an IAB network.The example feedback listed above, and others FFS, may be forwarded from child to parent and parent to child to support efficient scheduling in an IAB network.  Efficiency may be improved by appropriately sizing traffic on the most congested links.  Efficiency may further be improved by appropriately allocating resources on the backhaul hops to match the load existing on partitions of the IAB topology (e.g. subtending tree).  And, efficiency may also be improved by limiting traffic on congested branches reducing the overall interference.  
Radio-aware and efficient scheduling for IAB may also be further enabled by mechanisms for resource coordination (see 7.3.3).
<<No14 TP end>>

<<No15, 16 17, 18 and 19 TP start>>
[bookmark: _Toc525213637]8.2.6	Flow control and congestion handling
In the multi-hop backhaul, congestion may occur on intermediate IAB nodes.
On the uplink, an intermediate IAB node acts as a gNB-DU to child IAB nodes and can control the amount of uplink data from child IAB nodes and UEs by adjusting the UL grants, i.e. the current transmission/scheduling mechanisms control uplink data rate to an IAB node. This mechanism allows mitigating congestion at the intermediate IAB node. It is FFS if an additional flow control mechanism is needed to handle uplink data congestion.Additional control mechanism may be needed to handle uplink data congestion.
On the downlink, the IAB-node’s link capacity to a child IAB node or a UE may be smaller than the link capacity of a backhaul link from the parent IAB node. The DU side of the parent IAB node may not know the downlink buffer status of the IAB node. As a result, the ingress data rate scheduled by the parent IAB-node’s DU may be larger than the egress data rate the IAB-node’s DU can schedule to its child IAB-nodes and UEs, which may result in downlink data congestion and packet discard at the intermediate IAB node. Discarding of packets at intermediate IAB nodes may have negative consequences (e.g. may lead to TCP slow start for impacted UE flows). 
End-to-end flow control (e.g. flow control via F1-U or F1*-U) could help to address packet discard at the intermediate IAB nodes due to the downlink data congestion problem to some extent by providing a downlink delivery status from the UE’s access IAB node DU in hop-by-hop ARQ to the IAB donor CU. End-to-end ARQ similarly can address packet discard by intermediate IAB nodes due to downlink data congestion. However, these mechanisms may be slow to react to local congestion problems in intermediate IAB nodes as they do not provide information to pin point at which link/node the congestion is occurring. Thus, hop-by-hop flow control may also be required together with end-to-end congestion handling. The details regarding end-to-end and hop-by-hop congestion handling mechanisms, and any interaction between them, if any, are FFSThus, hop-by-hop flow control may also be required together with end-to-end congestion handling, with/without some interaction between two flow control schemes.
The congested IAB node may provide feedback information to the parent IAB node or the IAB donor. Based on this feedback, the parent IAB node or IAB donor may perform flow control and alleviate downlink data congestion. 
The flow control feedback may include the following information: 
· IAB node buffer load (FFS on the exact format and content)
· IAB node ID, where the congestion has occurred (FFS implicitly or explicitly)
· Potentially other information
The granularity of the feedback information is FFS, e.g. per UE radio bearer, per RLC-channel, per backhaul link.The granularity of the feedback information can be e.g. per UE radio bearer, per RLC-channel, per backhaul link.
<<No15, 16, 17, 18 and 19 TP end>>

<<No26 TP start>>
[bookmark: _Toc525213658]9.5	Satisfying the QoS requirements
IAB mode of operation may impose additional requirements on the RAN design, in order for the RAN to support the QoS profiles imposed by the Core network. These additional requirements may be due to e.g. the latency associated with multiple hops, congestion and failure of wireless backhaul links. However, in both IAB and non-IAB mode of operation, RAN may not always be able to meet the QoS profiles requested by the core network. To handle this scenario, the TS 23.502 [3] in Section 4.3.2. defines an N2 procedure which allows the RAN to reject the QoS profiles requested by the core network, in case the RAN cannot meet these QoS profiles. This N2 procedure is applicable to both IAB and non-IAB mode of operation. 
With regards to the aforementioned N2 procedure, after receiving a flow QoS request from the core network, the IAB-donor CU may inform, via F1-AP, the corresponding access-IAB-node-DU and some or all intermediate IAB-node DUs about this flow and its QoS requirement. The inquired DUs may accept/reject the request. In order to guarantee latency bounds, the CU may include in the QoS request to the DUs, some assistance information (e.g. some hop-count-related information pertaining to the route to the access-IAB-node-DU). Further details of this information to be provided are FFS.
Since the IAB-specific constraints on QoS depend on the particular IAB architecture option, the study will capture the tradeoff among the various IAB architecture options with respect to their impact on QoS
<<No26 TP end>>

Text Proposal for RAN3

<<No 2 TP start>>
[bookmark: _Toc525213599]6.1.2	Operation in SA-mode and NSA-mode


Figure 6.1.2-1: Examples for operation in SA and NSA mode. a) UE and IAB-node operate in SA with NGC, b) UE operates in NSA with EPC while IAB-node operates in SA with NGC, c) UE and IAB-node operate in NSA with EPC.
The IAB node can operate in SA- or in NSA mode. When operating in NSA, the IAB-node only uses the NR link for backhauling. 
The UE connecting to an IAB-node may choose a different operation mode than the IAB-node. The UE may further connect to a different type of core network than the IAB-node it is connected to. In this case, (e)Decor or slicing can be used for CN selection.
IAB-nodes operating in NSA-mode may be connected to the same or to different eNBs. UEs that also operate in NSA-node may connect to the same or to a different eNB than the IAB-node they are connected to.
Figure 6.1.2-1 shows examples for SA-mode with NGC and NSA-mode with EPC.
In Option c “UE and IAB-node operate in NSA with EPC”, the IAB-node may use the LTE leg for IAB node initial access and configuration, topology management, route selection, and resource partitioning. The detail is FFS.
<<No 2 TP end>>

<<No 3 TP start>>
[bookmark: _Toc525213601]6.3	Architecture group 1
[bookmark: _Toc525213602]6.3.1	Overview
6.3.1.1	Architecture 1a


Figure 6.3.1-1: Reference diagram for architecture 1a (SA-mode with NGC)
Architecture 1a leverages CU/DU-split architecture. Figure 6.3.1-1 shows the reference diagram for a two-hop chain of IAB-nodes underneath an IAB-donor, where IAB-node and UE connect in SA-mode to an NGC. 
In this architecture, each IAB node holds a DU and an MT. Via the MT, the IAB-node connects to an upstream IAB-node or the IAB-donor. Via the DU, the IAB-node establishes RLC-channels to UEs and to MTs of downstream IAB-nodes. For MTs, this RLC-channel may refer to a modified RLC*. An IAB node can connect to more than one upstream IAB-node or IAB-donor DU. The IAB-node may contain multiple DUs, but each DU part of the IAB node has F1-C connection only with one IAB-donor CU-CP.
The donor also holds a DU to support UEs and MTs of downstream IAB-nodes. The IAB-donor holds a CU for the DUs of all IAB-nodes and for its own DU. It is FFS if different CUs can serve the DUs of the IAB-nodes.  Each DU on an IAB-node connects to the CU in the IAB-donor using a modified form of F1, which is referred to as F1*. F1*-U runs over RLC channels on the wireless backhaul between the MT on the serving IAB-node and the DU on the donor. F1*-U transport between MT and DU on the serving IAB-node as well as between DU and CU on the donor is FFS. An adaptation layer is added, which holds routing information, enabling hop-by-hop forwarding. It replaces the IP functionality of the standard F1-stack. F1*-U may carry a GTP-U header for the end-to-end association between CU and DU. In a further enhancement, information carried inside the GTP-U header may be included into the adaption layer. Further, optimizations to RLC may be considered such as applying ARQ only on the end-to-end connection opposed to hop-by-hop. The right side of Figure 6.3.1-1 shows two examples of such F1*-U protocol stacks. In this figure, enhancements of RLC are referred to as RLC*. The MT of each IAB-node further sustains NAS connectivity to the NGC, e.g., for authentication of the IAB-node. It further sustains a PDU-session via the NGC, e.g., to provide the IAB-node with connectivity to the OAM.
<<No 3 TP end>>

<<No 4 TP start>>
[bookmark: _Toc525213607]6.4	Architecture group 2
[bookmark: _Toc525213608]6.4.1	Overview
6.4.1.1	Architecture 2a


Figure 6.4.1-1: Reference diagram for architecture 2a (SA-mode with NGC)
Figure 6.4.1-2 shows the reference diagram for architecture 2a, where UE and IAB-node use SA-mode with NGC. 
In this architecture, the IAB-node holds an MT to establish an NR Uu link with a gNB on the parent IAB-node or IAB-donor. Via this NR-Uu link, the MT sustains a PDU-session with a UPF that is collocated with the gNB. In this manner, an independent PDU-session is created on every backhaul link. Each IAB-node further supports a routing function to forward data between PDU-sessions of adjacent links. This creates a forwarding plane across the wireless backhaul. Based on PDU-session type, this forwarding plane supports IP or Ethernet. In case PDU-session type is Ethernet, an IP layer can be established on top. In this manner, each IAB-node obtains IP-connectivity to the wireline backhaul network. An IAB node can connect to more than one upstream IAB-node or IAB-donor. 
All IP-based interfaces such as NG, Xn, F1, N4, etc. are carried over this forwarding plane. In the case of F1, the UE-serving IAB-Node would contain a DU for access links in addition to the gNB and UPF for the backhaul links. tThe CU for access links would reside in or beyond the IAB Donor.   The right side of Figure 6.4.1-2 shows an example of the NG-U protocol stack for IP-based and for Ethernet-based PDU-session type.
In case the IAB-node holds a DU for UE-access, it may not be required to support PDCP-based protection on each hop since the end user data will already be protected using end to end PDCP between the UE and the CU. Details are FFS.
For NSA operation with EPC, the MT is dual-connected with the network using EN-DC. In this case, the IAB-node’s MT sustains a PDN-connection with a L-GW residing on the parent IAB-node or the IAB-donor. All IP-based interfaces such as S1, S5, X2, etc. are carried over this forwarding plane. 
<<No 4 TP end>>

<<No 20 TP start>>
[bookmark: _Toc520296478]8.3.4	CP alternatives for architecture 1a
<<*snip*>>
Alternative 1: 
Figure 8.3.4-1 shows protocol stacks for UE’s RRC, MT’s RRC and DU’s F1-AP for alternative 1. In these examples, the adaptation layer is placed on top of RLC. On the IAB-node’s access link, the adaptation layer may or may not be included. The example does not preclude other options. This alternative has the following main features:

· The UE’s and the MT’s RRC are carried over SRB. 
· On the UE’s or MT’s access link, the SRB uses an RLC-channel. 
· On the wireless backhaul links, the SRB’s PDCP layer is carried over RLC-channels with adaptation layer. The adaptation layer placement in the RLC channel is the same for C-plane as for U-plane. The information carried on the adaptation layer may be different for SRB than for DRB.
· The DU’s F1-AP is encapsulated in RRC of the collocated MT. F1-AP is therefore protected by the PDCP of the underlying SRB. 
· Within the IAB-donor, the baseline is to use native F1-C stack (see section 9).
· The following essential control plane functionalities are supported:
· Reliable transport: via RLC over the wireless backhaul
· In-order delivery: via PDCP 
· Security: via PDCP

[bookmark: _Hlk525834753][bookmark: _Hlk525833810]FFS: On how F1-AP information can be sent along with RRC messages
<<*snip*>>
Alternative 3: 
Figure 8.3.4 - 3 shows protocol stacks for UE’s RRC, MT’s RRC and DU’s F1-AP for alternative 3. In these examples, the adaptation layer resides on top of RLC. On the IAB-node’s access link, the adaptation layer may or may not be included. The example does not preclude other options. This alternative has the following main features:
· The UE’s and the MT’s RRC are carried over SRB. 
· On the UE’s or MT’s access link, the RRC’s SRB uses an RLC-channel. On the wireless backhaul links, the SRB’s PDCP layer is carried over RLC-channels with adaptation layer. The adaptation layer placement in the RLC channel is the same for C-plane as for U-plane. The information carried on the adaptation layer may be different for SRB than for DRB.
· The DU’s F1-AP is also carried over an SRB of the collocated MT. F1-AP is protected by this SRB’s PDCP. 
· On the wireless backhaul links, the PDCP of the SRB is also carried over RLC-channels with adaptation layer. 
· Within the IAB-donor, the baseline is to use native F1-C stack (see section 9).
· The following essential control plane functionalities are supported:
· Reliable transport: via RLC over the wireless backhaul 
· In-order delivery: via PDCP 
· Security: via PDCP

FFS: On how F1-AP information can be sent along with RRC messages
<<*snip*>>
Alternative 5: 
Figure 8.3.4-5 shows protocol stacks for UE’s RRC, MT’s RRC and DU’s F1-AP for alternative 5. In these examples, the adaptation layer is placed on top of RLC. On the IAB-node’s access link, the adaptation layer may or may not be included. The example does not preclude other options. This alternative has the following main features:
· The UE’s and the MT’s RRC are carried over SRB. 
· On the UE’s or MT’s access link, the SRB uses an RLC-channel. 
· On the wireless backhaul links, the SRB’s PDCP layer is carried over RLC-channels with adaptation layer. The adaptation layer placement in the RLC channel is the same for C-plane as for U-plane. The information carried on the adaptation layer may be different for SRB than for DRB.
· The DU’s F1-AP is carried over a DRB. F1-AP is therefore protected by this DRB’s PDCP. 
· Within the IAB-donor, the baseline is to use native F1-U stack. The DU’s F1-AP is carried over E1 interface.
· The following essential control plane functionalities are supported:
· Reliable transport: via RLC over the wireless backhaul
· In-order delivery: via PDCP 
· Security: via PDCP

FFS: On how F1-AP information can be sent along with RRC messages
<<No 20 TP end>>

<<No 21 TP start>>
[bookmark: _Toc525213647]8.4.2	User-plane protocol stack
 <<*snip*>>
[bookmark: _Hlk518335480]For both option a) and b):

1. [bookmark: _Hlk518335154]Packets are forwarded through the IAB topology based on the IP packet header (eg: GTP tunnel destination IP address). This means reusing usual routing tables one would normally have with wired backhaul. The Donor CU may configure routes via C-plane or U-plane signaling. The method to do so may not be specific to Architecture Group 2 and is FFS.

2. Multiple UEs may be aggregated by the IAB Node MT onto a PDU Session and transported transparently. IAB-node MTs may setup separate PDU Sessions to transport traffic of different types (e.g.: U-plane, C-plane, OA&M). IAB PDU sessions may be setup for UE traffic with specific QoS requirements, or UE traffic with different QoS requirements may be differentiated via QFI markings within a PDU session.  
<<No 21 TP end>>

<<No 22 TP start>>
[bookmark: _Toc525213654]9.2	IAB Topologies
<<*snip*>>
For architecture group 2, the following scenarios need to be considered for an IAB-node with redundant routes. These routes may pertain to:
· The same IP domain (FFS),
· Different IP domains (FFS). 
For at least some of these topologies, aspects of IP address management as well as procedures for topology adaptation will be studied. Further prioritization of these topologies may be necessary.
<<No 22 TP end>>

<<No 23 TP start>>
[bookmark: _Toc525213655]9.3	Integration of IAB-node
<<*snip*>>
A high level flow chart for IAB integration is shown in the Figure 9.3-1.
1. IAB node’s integration procedure phase 1: IAB-node MT part setup. In this phase, IAB node MT part connects the network as a normal UE, such as IAB node MT part performs RRC connection setup procedure between donor-CU, authentication and PDU session establishment between OAM, IAB node MT part related context and bearer configuration in RAN side,  and etc. For CP alternative 2 and alternative 4 for 1a and 1b, the intermediate IAB node DU part encapsulates the related RRC messages of the IAB node MT part in F1-AP messages. 
2. IAB node’s integration procedure phase 2-1: Routing update. In this phase, the routing information are updated for all related IAB nodes due to the setup of IAB node.
3. IAB node’s integration procedure phase 2-2: IAB node DU part setup. For CP alternative 2 and alternative 4 for 1a and 1b, the IAB node’s DU part performs F1-AP setup procedure. For other CP alternatives how to perform this phase is FFS.
4. IAB node’s integration procedure phase 3: The IAB-node provides service to UEs or to other integrated IAB-nodes. 
<<No 23 TP end>>

<<No 25 TP start>>
9.3	Integration of IAB-node
<<*snip*>>
NSA-based IAB-node integration has the following phases: 
Phase 1: IAB-node MT part setup. In this phase, IAB node MT part performs the connection setup procedure and authentication via LTE RRC signaling to the LTE network (FFS: EPC impact to differentiate between access UEs and MTs). The eNB then configures the IAB node MT part with an NR measurement configuration in order to perform discovery, measurement, and measurement reporting of candidate parent IAB nodes to the eNB. The IAB node MT part then connects to the parent IAB node’s DU and CU via the EN-DC SN addition procedure.
Phase 2-1: Routing update. In this phase, routing information is updated on the IAB-node’s parent and its ancestor nodes to establish an NR backhaul path between IAB-node and IAB-donor. 
Phase 2-2: IAB node DU part setup. The IAB-node’s DU performs F1-AP setup procedure. It can use the same transport over the NR backhaul as in SA mode. Alternatively, it may leverage SRBs over LTE and the X2 connection between eNB and CU for the transport of F1-AP as outlined in section 8.3.4. Both alternatives can be further studied, considering robustness and overhead of transmissions on the LTE or NR carrier(s). 
Phase 3: The IAB-node DU provides service to UEs or to other integrated IAB-nodes via NR and the IAB-node MT maintains connectivity with the LTE eNB and parent IAB node. <<End of Second Change>>
<<No 25 TP end>>

<<No 27 TP start>>
[bookmark: _Toc525213661]9.6.2	Discovery procedure for architecture group 2
[bookmark: _Hlk522800083]One example to discover the IAB topology is based on each IAB-node determining a one-hop hierarchy, linking the IAB-node identifier with the node identifier of the serving upstream node. The node identifier may be cell ID, or other identifiers (to be further studied). The process is summarized as follows (using cell ID as an example, but other identifiers are not precluded):
1. The IAB-node-MT obtains the Cell ID(s) of the upstream IAB-node or IAB-donor it is accessing (e.g. via cell broadcast).

2. The gNB part of the IAB-node is set up and the IAB-node-MT obtains the Cell ID(s) of its collocated gNB . 

3. The IAB-node then associates the Cell IDs of the upstream cells with the Cell IDs of its own gNB (obtained in step 1). This creates one or more (Upstream-Node-ID, Downstream-Node-ID)-associated cell pairs.

These first 3 steps are illustrated in figure 9.6.2-1, where NGCI is shown as the Cell ID. PCI and/or other identifiers may additionally be included. The specific identifiers to be relayed are FFS.
<<No 27 TP end>>

<<No 28 TP start>>
[bookmark: _Toc525213667]9.7.5	Principal steps of topology adaptation in architecture 1a
<<*snip*>>
The procedure contains the following steps (all non-bold font is based on TS 38.401 section 8.2.1.1):
1.	The MT sends a Measurement Report message to the source IAB-node-DU. This report is based on a Measurement Configuration the migrating-IAB-node’s MT received from the IAB-donor CU before.
2.	The source IAB-node-DU sends an Uplink RRC Transfer message to the gNB-CU to convey the received Measurement Report. 
3.	The gNB-CU sends an UE Context Setup Request message to the target IAB-node-DU to create an MT context and setup one or more bearers. 
IAB-specific:
- These bearers are used by the MT for its own data and signalling traffic. 
- In addition, one or more RLC-channels are established for backhauling.
4.	The target IAB-node-DU responds to the gNB-CU with an UE Context Setup Response message.
5.	The gNB-CU sends a UE Context Modification Request message to the source IAB-node-DU, which includes a generated RRCConnectionReconfiguration message and indicates to stop the data transmission for the MT. 
IAB-specific:
· For IAB, the retransmission of PDCP PDUs and the use of Downlink Data Delivery Status as discussed in TS 38.425 clause 5.4.2 is FFS. For IAB, the retransmission of PDCP PDUs and the use of Downlink Data Delivery Status as discussed in TS 38.425 clause 5.4.2 are potentially relevant.
6.	The source IAB-node-DU forwards the received RRCConnectionReconfiguration message to the MT.
7.	The source IAB-node-DU responds to the gNB-CU with the UE Context Modification Response message.
8.	A Random Access procedure is performed at the target IAB-node-DU. 
9.	The MT responds to the target IAB-node -DU with an RRCConnectionReconfigurationComplete message.
10.	The target IAB-node-DU sends an Uplink RRC Transfer message to the gNB-CU to convey the received RRCConnectionReconfigurationComplete message. Downlink packets are sent to the MT. Also, uplink packets are sent from the MT, which are forwarded to the gNB-CU through the target IAB-node-DU.
<<No 28 TP end>>

<<No 29 TP start>>
[bookmark: _Toc525213668]9.7.6	Detailed steps of topology adaptation in architecture 1a
<<*snip*>>
Step B: Redirection of F1-U tunnels and F1-AP onto new route
· In case the IAB-donor-DU changes during topology adaptation, the downlink F1-TNL-end points have to be reconfigured. The TNL addresses for F1 are either those of the IAB-donor-DU (CP alternative 1, 2, and 3) or of the migrating IAB-node (CP alternative 4). In this latter case, the migrating IAB-node’s IP address changes during topology adaptation as discussed under Step A. The details of the procedure for updating the F1-U and F1-C tunnels/associations for CP alternative 4 are FFS. For CP alternative 4, procedure for updating the F1-U and F1-C tunnels/associations may require further analysis.
· In case the GTP-U tunnels for the IAB node are terminated at the IAB-donor DU (e.g. UP alternative a, b and c) these tunnels need to be moved to the target IAB-donor DU. It is assumed this can be done by allocating new GTP TEIDs when the forwarding is updated in the target IAB-donor DU.
· In case an F1-AP/SCTP connection between the CU and donor-DU is used to deliver CP message towards the IAB node (e.g. CP alternative 1-3), the F1-AP/SCTP connection between the CU and the target IAB-donor DU need to be updated to allow forwarding of CP message to the IAB node.
<<No 29 TP end>>
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