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Introduction
August RAN3#101 meeting agreed the three types of multi-connectivity solutions for topological redundancy. Three solutions are, traditional DC scenario, redundant routes with single MT, and redundant routes with multiple MTs. However in the current TR, the details are missing for these three solutions. So, in this contribution, we discuss the details, and provide implementable designs for those three solutions.
Proposal
Proposal: Adopt the text change for Topological Redundancy in the TR 38.874 described below, so that we can remove the related FFS
Text Proposal
<<TP start>>
[1] [bookmark: _Toc525213669]9.7.7	Goals of Topological Redundancy
Topological redundancy has the goal to enable robust operation, e.g., in case of backhaul link blockage, and to balance load across backhaul links. Establishment and management of topological redundancy is part of topology adaptation. 
Mechanisms for topology adaptation for IAB should be designed to ensure support of various multi-connectivity options of the IAB architecture design as described in section 9.2. Under a single IAB-donor-DU the following two cases for multi-connectivity in an IAB deployment should be considered. Note that multi-connectivity solutions could also be considered for the case where the redundant routes are to different IAB-donor-DUs. 
· Case 1: UE is multi-connected to the IAB-donor via redundant routes (traditional DC scenario).
· Case 2: IAB-node is multi-connected to the IAB-donor node via redundant routes. 

Multi-connectivity of IAB-node (Case 2 above) can be supported by:
· using a single MT function in the IAB node,
· using several independent MT functions in the IAB node, where each MT function makes an independent connection to the network (using normal MT setup).
 
Regardless of whether a single MT or multiple MT connections are used, the IAB-node will be configured with multiple backhaul RLC-channels associated with the different paths.
Multi-connectivity solutions designed for IAB should take into account the protocol stacks available at the IAB-node and IAB-donor depending on the architecture. This means that, for example, in some alternatives for architecture group 1a, a multi-path framework needs to be designed potentially based on the adaptation layer. 
The details about how a multi-connectivity architecture design operating at the IAB node level would perform topology adaptation are still FFS. Such details will be addressed after details of the Adapt layer and RLC channel configuration have been defined.  
Detail design for topological redundancy
In case1, traditional DC scenario, MCG and SCG are always there, so it can use the existing functionality, split bearer and DC duplication for redundancy, and it doesn’t require further functionality. However, in case 2 some additional functionality is required to achieve topological redundancy, such as fast route switching, duplication, route monitoring, and route selection. In CP altenative1 2 3 5, the adaptation layer should support such functionality. In CP alternative 4, SCTP protocol supports the functionality except “duplication”.
1.	Route selection
When a session has multiple routes, the IAB donor computes the appropriate active routes. Appropriate active route can be a single route in some cases or multiple routes if the IAB nodes have available redundancy BH links. After computing, the IAB donor updates “active route information” and notified those information to the southbound IAB nodes.
2.	Fast route switching
Route switching mechanism can be used to improve robustness. If the IAB donor detects a quality problem on the current active route(s), then it switches the active route to another hot standby route. To realize this route switching, hot standby routes should be monitored regularly.
2.	Duplication
When a session has multiple active routes, duplication may be used to improve robustness. In this case, the IAB donor transmits the same data to all active routes. Receiving nodes will adopt the first receiving data and after that it discards the duplicated receiving data. In this operation, the RLC sequence number may be used to identify the data, avoid receiving duplicated data.
3.	Route monitoring
The IAB system should check the quality of the BH links. Each session between the IAB donor and the IAB nodes have at least one route, in some cases a session may have multiple routes for redundancy. The IAB donor needs the metrics, the end to end quality of the routes, so that it can decide the appropriate route(s) used for BH links. The quality metrics may include radio quality, error ratio, latency, and a number of retransmissions. The adaptation layer provides necessary interfaces to monitor BH links. If a session has hot standby routes, the IAB donor should monitor hot standby routes addition to active routes.
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