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1	Introduction
Issue for RRC re-establishment in case of RAN sharing has been described in e.g. [1]. RAN3#101 discussions lead to description of four options, described in WF document [2]. We further analyse these options in the present paper.
2	Discussion
2.1	Options and deployment scenarios
The options described in [2] are:
[bookmark: _Hlk525810804]Case 1: Assuming there is a PLMN specific X2/Xn interface 
· Option 1: some clarification texts suggested in [HW R3-184907] to avoid a failed UE context retrieval procedure (i.e. assume there one logical interface instance for each PLMN);
· Option 2: suggested in [Nokia R3-184741], i.e. to include PLMN info in the RRC re-establishment request message, which will need RAN2 impacts

Case 2: Assuming a common PLMN interface is allowed
· Option 1: As proposed in [HW R3-184907] and [ZTE R3-184789], i.e. to include PLMN specific info in the serving cell info and/or neighbour cell info
· Option 2: As proposed in [Nokia R3-184741], i.e. to remove PLMN specific cell identity in SIB1 (RAN2 impact)

For convenience we include the flow-chart for the discussed scenario.
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Fig. 1: RRC connection re-establishment in new NG-RAN node.

Concerning deployment scenario, case 2 is the simplest approach with a single Xn interface between the New NG-RAN node and the Old NG-RAN node, handling all the PLMNs. In case 1, we believe that the following “basic” scenario from [1] should be considered in a first step:
· [bookmark: _Hlk525743536]both the New NG-RAN node and the Old NG-RAN node are shared, the same PLMNs are served by both nodes
However also other scenarios exist, e.g. in areas between shared and non-shared parts of the network, and areas where there will be inter-PLMN mobility. These scenarios might need further analysis depending on the retained solution.
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Fig. 2: Case 1 (PLMN specific X2/Xn interface): Both the New NG-RAN node and the Old NG-RAN node are shared, the same PLMNs are supported in both nodes

2.2 Case 1 option 1
This option is described as follows in R3-184907: “Assuming that PLMN specific X2/Xn interface was already there, we should consider if there will be failure when PLMN info is unavailable. Here the main question is, if PLMN-A specific X2/Xn interface could be used by a UE which belongs to PLMN-B, we think it should be technically feasible, as long as the source base station doesn’t reject or reply with failure message upon receiving the UE context retrieval request message, i.e. no RAN2 impacts are foreseen with proper network implementations.”

The initial intention of case 1 option 1 is therefore that both old and new NG-RAN node should ignore PLMN-specific info in the Retrieve UE Context procedure, and act as old and new NG-RAN nodes both handle all sharing PLMNs. So a network architecture based on per-PLMN gNBs would be broken in this specific scenario. Once PLMN info becomes available (received in RETRIEVE UE CONTEXT RESPONSE message), per-PLMN gNB architecture would apply again. 

A second variant was also discussed at RAN3#101, i.e. to initiate the Retrieve UE Context signalling on all interfaces – in that case such signaling would probably need to be done in parallel on all the interfaces in order to avoid timeout in the UE (guard timer for reception of msg4). Each of these requests, sent on different Xn interfaces, would use a different value for the New Cell ID IE (per-PLMN NR-CGI).

We therefore need to check feasibility of both variants in the RRC reestablishment scenario. The following old NG-RAN node has to perform the following actions:
· look up the UE context, in order to determine e.g. the UE’s PLMN and retrieve the Mobility Restriction List.
· integrity check, i.e. verify the shortMAC-I reported by the UE. For this check the PCI of the re-establishment cell is required.  
· roaming restriction check, i.e. verify, based on the Mobility Restriction List, whether the UE is allowed to be handed over to the given PLMN and TAC

Looking up the UE context doesn’t by itself require PLMN information, but the logical node doing the check must in the first variant have access to UE contexts for all PLMNs supported by the physical NG-RAN node.

Observation 1: The first variant of case 1 option 1, based on single request, breaks the per-PLMN architecture for UE context lookup. 

[bookmark: _GoBack]The integrity check requires knowledge of the PCI in the re-establishment cell. The PCI value is looked up by the old NG-RAN node based on the received New Cell Identifier. Because the PCI will be the same for all sharing PLMNs, there should be no issue in this step.

The roaming restriction check involves checking of equivalent PLMN and forbidden TA information. For this check all potential TAs of the re-establishment cell (TAC is per PLMN) must be known by the New NG-RAN node. In the first variant, the physical Old NG-RAN node will not be able compile this information which is received on different Xn interfaces. It would not be a safe approach to use the PCI to combine the information received on the per-PLMN interfaces, because reuse of PCI for different physical cells within the same node is not precluded and may frequently be the case.

Observation 2: In the first variant of case 1 option 1, based on single request, the Old NG-RAN node will not be able to check roaming restrictions. 

We believe that the second variant, based on parallel procedures, will not have the issues observed above. The main issue with the second variant is therefore waste of network resources.

Observation 3: The main issue with the second variant, based on parallel procedures, is waste of network resources (NG-RAN allows for up to 12 sharing operators). 

It should also be pointed out that the first and second variant are not interoperable, and if case 1 option 1 is chosen, the specification should in our view clarify that parallel procedures should be used.

A related discussion is also how information for roaming restriction check is available in case of inter-PLMN handover (NG-based). In non-sharing case, it would be possible for a node to establish inter-PLMN Xn interface in order to receive updated ANR information. However in a shared network based on per-PLMN interfaces, inter-PLMN Xn interface doesn’t seem feasible due to the number of inter-PLMN combinations. The NG-RAN node would in that case have to rely in regular UE CGI-reading in order to receive updated neighbour relation information. A paradox of the per-PLMN approach is that it provides more restricted information (i.e. limited to a given PLMN) than UE CGI-reading, which covers all PLMNs.

Observation 4: TAC info for all PLMNs is also needed for roaming restriction check in case of inter-PLMN handover (NG-based). A paradox of the per-PLMN approach is that network signaling will provide more restricted information (i.e. limited to a given PLMN) than UE CGI-reading, which covers all PLMNs.
2.3 Case 1 option 2
This option consists of including PLMN info in the RRC re-establishment request message (RAN2 impact). The UE’s PLMN will therefore be known upon reception of msg3, and the per-PLMN architecture can operate without issue for what concerns the RRC re-establishment scenario. However, this solution will not mitigate the weakness of a per-PLMN solution described in observation 4 above.

Observation 5: PLMN info in the RRC re-establishment request message solves the problem for the RRC re-establishment scenario.


2.4 Case 2 option 1
This option involves using a single interface for all PLMNs, and hence multi-PLMN logical nodes. This option seems the most suitable for X2, Xn and F1, in the sense that the logical nodes will have full intra- and inter-PLMN information. The Retrieve UE Context procedure will work similarly to E-UTRAN. However for the NG interface, a per-PLMN approach remains suitable for the MOCN architecture.

Observation 6: For X2 and Xn (and hence also F1), a common interface for all PLMNs will provide full intra- and inter-PLMN information in the logical nodes, while for the NG interface, a per-PLMN approach remains suitable for the MOCN architecture.


2.5 Case 2 option 2
This option consists in removing additional (per-PLMN) NR CGIs from the SIB1, while keeping per-PLMN TAC. It provides the same advantages as case 2 option 1, and the additional architectural advantage that a given logical NG-RAN node keeps a single node ID (and not per-PLMN node IDs).

Observation 7: A single NR CGI in SIB1 provides the same advantages as case 2 option 1, and the additional architectural advantage that a given logical NG-RAN node keeps a single node ID (and not per-PLMN node IDs).

3	Conclusion
We have made the following observations:
For case 1 (PLMN specific X2/Xn interface):
Observation 1: The first variant of case 1 option 1, based on single request, breaks the per-PLMN architecture for UE context lookup. 

Observation 2: In the first variant of case 1 option 1, based on single request, the Old NG-RAN node will not be able to check roaming restrictions. 

Observation 3: The main issue with the second variant of option 1, based on parallel procedures, is waste of network resources (NG-RAN allows for up to 12 sharing operators). 

Observation 4: TAC info for all PLMNs is also needed for roaming restriction check in case of inter-PLMN handover (NG-based). A paradox of the per-PLMN approach is that network signaling will provide more restricted information (i.e. limited to a given PLMN) than UE CGI-reading, which covers all PLMNs.

Observation 5: PLMN info in the RRC re-establishment request message solves the problem for the RRC re-establishment scenario.

For case 2 (common X2/Xn interface for all PLMNs):
Observation 6: For X2 and Xn (and hence also F1), a common interface for all PLMNs will provide full intra- and inter-PLMN information in the logical nodes, while for the NG interface, a per-PLMN approach remains suitable for the MOCN architecture.

Observation 7: A single NR CGI in SIB1 provides the same advantages as case 2 option 1, and the additional architectural advantage that a given logical NG-RAN node keeps a single node ID (and not per-PLMN node IDs).

Taking into account that NR-SIB1 has now been defined in RAN2 specification, the solution named case 2 option 1 seems best suited at current stage.

Proposal: For X2 and Xn (and hence also F1), use a common interface for all PLMNs.

However, if RAN3’s preference is to further pursue the per-PLMN interface scheme (case 1), we believe that further analysis is needed for scenarios involving inter-PLMN handover. It should in that case e.g. be verified whether the source NG-RAN node will have the information required about the target cell and target TA to perform roaming restriction check.
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