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[bookmark: _Toc509506724][bookmark: _Toc509506904]Introduction
The issue of flow control in the case of IAB networks was discussed in RAN2#103, which resulted in an email discussion on the topic [1]. The main conclusions from the email discussion were:
FFS if Flow control mechanism is not considered for the uplink data congestion problem (as the current transmission/scheduling mechanisms provide per hop “flow control”).
Flow control mechanism should be considered for the downlink data congestion problem.
Study further both end-to-end flow control (CU – Access DU or CU - Congested Node FFS) and hop-by-hop flow control for the downlink data congestion problem.
Downlink data congestion problem could be handled by a parent IAB node or the IAB donor with feedback reporting from the congested IAB nodes

In this contribution, we discuss the details of the end-to-end flow control mechanisms needed in an IAB network. In [2], we discuss hop-by-hop flow control.
[bookmark: _Hlk509572055]Discussion
F1-U flow control in CU-DU
F1-U protocol (also referred to as NR User Plane Protocol) is used to convey control information related to the user data flow management of data radio bearers [3]. The F1-U protocol data is conveyed by GTP-U protocol, specifically, by means of the “RAN Container” GTP-U extension header defined in [4]. The GTP-U protocol over UDP over IP serves as the TNL for data streams on the F1 interface. The transport bearer is identified by the GTP-U tunnel endpoint ID (TEID) and the IP address (source TEID, destination TEID, source IP address, destination IP address). The F1-U protocol uses the services of the TNL in order to allow flow control of user data packets transferred from the node hosting NR PDCP (CU-UP in the case of CU-DU split) to the corresponding node (DU). 
The services provided by the F1-U are [3]:
- Provision of NR user plane specific sequence number information for user data transferred from the node hosting NR PDCP to the corresponding node for a specific data radio bearer.
-	Information of successful in sequence delivery of NR PDCP PDUs to the UE from the corresponding node for user data associated with a specific data radio bearer.
-	Information of NR PDCP PDUs that were not delivered to the UE or the lower layers.
-	Information of NR PDCP PDUs transmitted to the lower layers for user data associated with a specific data radio bearer.
-	Information of downlink NR PDCP PDUs to be discarded for user data associated with a specific data radio bearer; 
-	Information of the currently desired buffer size at the corresponding node for transmitting to the UE user data associated with a specific data radio bearer.
-	Information of the currently desired data rate in bytes at the corresponding node for transmitting to the UE user data associated with a specific data radio bearer configured for the UE at the corresponding node;
-	Information of successful in sequence delivery of NR PDCP PDUs to the UE from the corresponding node for retransmission user data associate with a specific data radio bearer;
-	Information of NR PDCP PDUs transmitted to the lower layers for retransmission user data associated with a specific data radio bearer.
-	Information of the specific events at the corresponding node.
-	Information on Radio Link Quality from the corresponding node for user data associated with a specific data bearer.
The DU sends the DL DATA DELIVERY STATUS if the Report Polling Flag is set by the CU, unless a situation of overload at the DU is encountered.

1. [bookmark: _Toc525859072]The F1-U protocol provides several functions for CU-DU inter-working such as:
· [bookmark: _Toc525859073]Mapping user data to corresponding UE data bearer
· [bookmark: _Toc525859074]Data Delivery status
· [bookmark: _Toc525859075]Information on discarded packets
· [bookmark: _Toc525859076]Desired buffer sizes
· [bookmark: _Toc525859077]Desired data rates
· [bookmark: _Toc525859078]Information of specific events such as radio link outage/resume at gNB-DU

1. [bookmark: _Toc525859079]Some of the F1-U flow control information include details information at the DRB level (e.g. successfully delivered PDUs of a given bearer, desired data rate/buffer sizes) or link level (e.g. radio link outage/resume).

As can be seen, the F1-U flow control provides an extensive mechanism for handling flow control in CU-DU split architectures, and it will be natural to use it as a baseline for IAB architecture alternative that employ CU-DU split.

1. [bookmark: _Toc525477897][bookmark: _Toc525859084]The F1-U end-to-end flow control mechanism/principles to be adopted for IAB network architecture group 1a. 

[bookmark: _Hlk509571545][bookmark: _Hlk509836056]End-to-end flow control in IAB architectures 

Several architecture alternatives are currently being discussed for the UP of IAB architecture group 1a, as captured in TR 38.874 and illustrated in Figure A-1 in the annex. As can be seen from the figure, one of the alternatives (Figure A-1e) employs the full F1-U protocol stack between the CU-UP and the IAB node, while alternatives 1a, b and c terminate the GTP-U at the donor DU, and alternative 1d employs a GTP proxy functionality at the DU.

1. [bookmark: _Toc525859080]UP alternative 1e for IAB architecture group 1a, as a result of it terminating the full F1-U at the access IAB node, can fully reuse the F1-U flow control mechanism that is already standardized. 
The important consequence of not terminating F1-U at the IAB node is the lack of end-to-end flow control mechanism for user data packets. In the IAB UP architecture alternatives that do not employ full F1-U protocol stack (Figure A-1a,b,c), other mechanisms are needed to realize end-to-end flow control.
1. [bookmark: _Toc525477898][bookmark: _Toc525859085]If UP alternatives 1a, b and c of architecture group 1a are to be considered further for IAB networks, they should enable end-to-end flow control mechanism à la F1-U flow control (e.g. via carrying GTP-U flow control header within adaptation header or via a new end-to-end flow control mechanism realized via the adaptation layer). 
1. [bookmark: _Toc525859086][bookmark: _Toc525477899]For UP alternatives 1d of architecture group 1a, the GTP-proxy functionality at the DU should be clarified, especially in the context of end-to-end flow control. 

Enhancements needed for flow control in IAB architectures 

There are two main shortcomings to the end-to-end flow control of F1-U in the context of multi-hop IAB networks (the IAB deployment depicted in Figure 1 is used as an example):

· The information provided to the CU is concerning only about the bearers for the UEs that are being directly served by the IAB node.  For example, in Figure 1, the downlink delivery status from IAB2 could contain info only about UE2_1 and UE2_2. This is because the data that is intended for the UEs of the descendant IAB nodes (also the descendants of these IAB nodes and so on) is simply passed further on, via the adaptation layer, and thus will not be reflected in the delivery status report. The problem with this is that, congestion may be caused at this IAB node by the traffic that are not accounted for in the downlink delivery status (e.g. UE3_1 to UE3_a, or/and UE5_1 to UE_5c, or/and UE6_1 to UE6_c, etc). The CU, on noticing that the throughput has decreased or there are some packet drops from the downlink delivery status from IAB2 (assuming it is basing its decision based on this delivery status report only), may throttle the traffic of the two UEs (UE 2_1 and UE 2_2) (i.e. stop pushing them towards the donor DU). This may not solve the congestion problem at IAB2 if the two UEs were not the cause of the congestion to begin with.


· Another issue with the E2E flow control scheme is that there is no way of pinpointing where exactly the problem is occurring in a multi-hop setting. The problem could have been in any of the intermediate nodes, but what the CU will see is that the throughput for those bearers has dropped and will throttle them. For example, a delivery status report from IAB6 indicating loss of throughput will not be useful to identify if the problem is in the hop between IAB1 and IAB2, or IAB2 and IAB4 or IAB4 and IAB6 and/or which UEs/bearers are the cause of the problem



[image: ]

Figure 1: Example multi-hop scenario for end-to-end flow control

1. [bookmark: _Toc525859081]There are some limitations to the F1-U flow control mechanism in the context of multi-hop IAB networks as it may not be capable of exactly pinpointing the problem UE/bearer/hop/IAB node that is causing congestion.

Since the CU will be receiving the delivery status from all the IAB nodes, it is possible for it to compile these delivery status reports to determine the source/location of the congestion. However, if the CU has to wait to get all the delivery status from all the IAB nodes that it is serving, the process of identifying the source/location of the congestion may not be fast enough and packet drops due to buffer overflow could happen. 

1. [bookmark: _Toc525859082]The CU can use the downlink delivery status from all the IAB nodes that it is serving to determine the source/point of congestion in the network. However, aggregating the downlink delivery status from all IAB nodes may not be a fast-enough process and packets may be dropped before the source/point of congestion is identified and proper actions are taken. 

In order to hasten the congestion source/point identification process, the CU can trigger the F1-U downlink delivery status delivery status polling mechanism to the intermediate IAB nodes to get feedback information quickly. In addition to this, which can be achieved purely via network implementation, the delivery status can be enhanced to facilitate operation in a multi-hop IAB network. Some possible enhancements are:

· Include information about the buffer status or data rates concerning the traffic whose F1-U is not terminated at the IAB node sending the delivery status
· Aggregated information instead of or in addition to the information of a particular bearer (e.g. the bearers sharing a backhaul link)

1. [bookmark: _Toc525859083]Enhancements to the F1-U flow control (e.g. including information about buffer sizes of traffic not terminated at the IAB node that is sending the delivery status report and aggregated bearer information instead of per bearer information) can be considered to hasten the congestion detection/mitigation process. It is FFS if these enhancements are needed in rel-16 or optimizations for future releases.


Hop-by-hop flow control is also a mechanism that works hand in hand with end-to-end flow control in order to hasten the congestion discovery/mitigation process. Hop-by-hop flow control is discussed in detail in [2].

[bookmark: _Toc509506736][bookmark: _Toc509506915][bookmark: _Hlk509503543]Proposal 4            Agree to the TP to TR 38.874, presented in Section 5.
Conclusion
[bookmark: _In-sequence_SDU_delivery]In this contribution, we have observed that: 

Observation 1	The F1-U protocol provides several functions for CU-DU inter-working such as:
	Mapping user data to corresponding UE data bearer
	Data Delivery status
	Information on discarded packets
	Desired buffer sizes
	Desired data rates
	Information of specific events such as radio link outage/resume at gNB-DU
Observation 2	Some of the F1-U flow control information include details information at the DRB level (e.g. successfully delivered PDUs of a given bearer, desired data rate/buffer sizes) or link level (e.g. radio link outage/resume).
Observation 3	UP alternative 1e for IAB architecture group 1a, as a result of it terminating the full F1-U at the access IAB node, can fully reuse the F1-U flow control mechanism that is already standardized.
Observation 4	There are some limitations to the F1-U flow control mechanism in the context of multi-hop IAB networks as it may not be capable of exactly pinpointing the problem UE/bearer/hop/IAB node that is causing congestion.
Observation 5	The CU can use the downlink delivery status from all the IAB nodes that it is serving to determine the source/point of congestion in the network. However, aggregating the downlink delivery status from all IAB nodes may not be a fast-enough process and packets may be dropped before the source/point of congestion is identified and proper actions are taken.
Observation 6	Enhancements to the F1-U flow control (e.g. including information about buffer sizes of traffic not terminated at the IAB node that is sending the delivery status report and aggregated bearer information instead of per bearer information) can be considered to hasten the congestion detection/mitigation process. It is FFS if these enhancements are needed in rel-16 or optimizations for future releases.

[bookmark: _Toc509506670][bookmark: _Toc509506741][bookmark: _Toc509506763][bookmark: _Toc509506797][bookmark: _Toc509506865][bookmark: _Toc509506920][bookmark: _Toc509506937][bookmark: _Toc509507106]Based on these observations, we propose the following:

Proposal 1	The F1-U end-to-end flow control mechanism/principles to be adopted for IAB network architecture group 1a.
Proposal 2	If UP alternatives 1a, b and c of architecture group 1a are to be considered further for IAB networks, they should enable end-to-end flow control mechanism à la F1-U flow control (e.g. via carrying GTP-U flow control header within adaptation header or via a new end-to-end flow control mechanism realized via the adaptation layer).
Proposal 3	For UP alternatives 1d of architecture group 1a, the GTP-proxy functionality at the DU should be clarified, especially in the context of end-to-end flow control.

Proposal 4            Agree to the TP to TR 38.874, presented in Section 5.
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[bookmark: _Toc517264654]8.2.X	Flow control and congestion handling
In the multi-hop backhaul, congestion may occur on intermediate IAB nodes.
On the uplink, an intermediate IAB node acts as a gNB-DU to child IAB nodes and can control the amount of uplink data from child IAB nodes and UEs by adjusting the UL grants, i.e. the current transmission/scheduling mechanisms control uplink data rate to an IAB node. This mechanism allows mitigating congestion at the intermediate IAB node. It is FFS if an additional flow control mechanism is needed to handle uplink data congestion.
On the downlink, the IAB-node’s link capacity to a child IAB node or a UE may be smaller than the link capacity of a backhaul link from the parent IAB node. The DU side of the parent IAB node may not know the downlink buffer status of the IAB node. As a result, the ingress data rate scheduled by the parent IAB-node’s DU may be larger than the egress data rate the IAB-node’s DU can schedule to its child IAB-nodes and UEs, which may result in downlink data congestion and packet discard at the intermediate IAB node. Discarding of packets at intermediate IAB nodes may have negative consequences (e.g. may lead to TCP slow start for impacted UE flows). 
End-to-end flow control (e.g. flow control via F1-U or F1*-U) could help to address packet discard at the intermediate IAB nodes due to the downlink data congestion problem to some extent by providing a downlink delivery status from the UE’s access IAB node DU in hop-by-hop ARQ to the IAB donor CU. End-to-end ARQ similarly can address packet discard by intermediate IAB nodes due to downlink data congestion. 
For End-to-end flow control, a mechanism via downlink delivery status is already standardized in the CU-DU split architecture [TS 38.425], and thus it could be reused for IAB architecture group 1a. For UP architecture option 1e (Figure 8.2 – 1, e), due to the fact that it terminates the full F1-U at the access IAB node, the F1-U flow control mechanism can be fully reused. For UP architecture options 1a, b and c (depicted in Figure 8.2 – 1 a, b and c), it should be further studied on how end-to-end flow control could be realized (e.g. via carrying the GTP-U flow control header within adaptation header or via a new end-to-end flow control mechanism). 
However, these end-to-end flow control mechanisms may be slow to react to local congestion problems in intermediate IAB nodes as they it does not provide information to pin point at which link/node the congestion is occurring. Since the CU will be receiving the delivery status from all the IAB nodes, it is possible for it to compile these delivery status reports to determine the source/location of the congestion. In addition to this, which can be achieved purely via network implementation, enhancements to the F1-U flow control mechanisms could also be considered (e.g. including information about buffer sizes of traffic not terminated at the IAB node that is sending the delivery status report and aggregated bearer information). It is FFS if these enhancements are needed in rel-16. 
In addition to or instead of enhancing the end-to-end flow control, Thus, hop-by-hop flow control may also be required that could work together with the end-to-end congestion mechanismhandling. The details regarding end-to-end and hop-by-hop congestion handling mechanisms, and any interaction between them, if any, are FFS.
The congested IAB node may provide feedback information to the parent IAB node or the IAB donor. Based on this feedback, the parent IAB node or IAB donor may perform flow control and alleviate downlink data congestion. 

The flow control feedback may include the following information: 
· IAB node buffer load (FFS on the exact format and content)
· IAB node ID, where the congestion has occurred (FFS implicitly or explicitly)
· Potentially other information

The granularity of the feedback information is FFS, e.g. per UE radio bearer, per RLC-channel, per backhaul link.


Figure A- 1: Protocol stack examples for UE-access using L2-relaying with adaptation layer for architecture 1a 
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