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1. Introduction
At a previous RAN3 meeting (AH1807), a working assumption was taken that TNL address discovery in EN-DC is based on S1 procedures. Then in RAN3#101, the discussion resulted in the outlining of three main options: eNB proxy, X2 proxy, and virtual eNB.
The virtual eNB option is highly dependent on numerology and ID aspects; since these have been somewhat unstable (e.g. in case of TAI), this document revisits how this can work with current working assumptions and UE reports. It is also discussed how the approach could be merged with the eNB proxy approach. 

2. Recap of virtual eNB approach
Each en-gNB is associated to a “virtual eNB” by implementation means, which itself is configured with a valid eNB ID. The virtual eNB acts as a normal eNB in that it sets S1-c towards the configured MMEs (i.e. a pool). From this perspective, the S1-c looks normal but there will be almost no traffic over it since there will never be any procedures that create a UE context in the eNB. Consequently, there will not be any corresponding S1-u tunnels.

The figure below shows the “virtual architecture”:
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Figure 1 Architecture showing a combined node with a virtual logic eNB and an en-gNB

Then, the process of TNL address discovery could follow the flow shown below, here triggered by an eNB:
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Figure 2
TNL address discovery using Virtual eNB

In step 3, the “virtual eNB” has access to the IP addresses used to set up the TNL towards the logical en-gNB. The process is identical to that of release 8. It is of course possible to add some new RAN-only IEs if needed, but the routing IEs are not impacted. For example, such IEs could be used by the receiving node to confirm that it is indeed the intended target in case of ambiguity.
Then, the remaining issue to resolve in this approach is routing: how does the MME decide to send the Configuration Transfer message to the correct eNB (in this case, “virtual”)? This is related to what the virtual eNB declares in S1 Setup, and how the eNB fills the “Target ID”. This is further discussed in the next section.
3. ID assignment

Assuming no 5GS deployment (in which case other methods are possible), the eNB will receive in the UE report the 36-bit NR cell ID only, since no TAC is broadcast in this case. The mapping towards Target ID can be done based on specific network rules (similar to I-RNTI), but some examples are shown in the table below. The table provides the possible correspondence between E-UTRAN IDs and bit assignment in the cell ID which is broadcast by the en-gNB:
	
	eNB portion
	TAC portion
	Free for cell assignment in en-gNB
	Comment

	Example 1
	Bits 0-13
	Bits 14-23
	Bits 24-35
	Allows up to 16k ng-eNBs and 1000 TAs, large number of cells per en-gNB

	Example 2
	Bits 0-15
	Bits 16-27
	Bits 28-35
	Up to 64k ng-eNBs and 4k TAs, with up to 64 cells per en-gNB

	Example 3
	Bits 0-17
	Bits 18-31
	Bits 32-35
	Up to 256k ng-eNBs and 16k TAs, with up to 16 cells per ng-eNB

	Example 4
	Bits 0-19
	Bits 20-31
	Bits 32-35
	Up to 1M ng-eNBs and 4k TAs, with up to 16 cells per ng-eNB


The above is just for illustration. Note of course that the ID space is shared with eNBs. However even in example 4, the ID space used by en-gNBs can be a fraction of the total, this just means that there is no reservation of eNB IDs via number space.
For illustration, let’s consider example 2. In this case:

1) The eNB ID that the Virtual eNB (VeNB) declares is the eNB portion of the common NR cell ID (16 bits) plus a fixed 4-bit prefix which is reserved for option 3 (en-gNB) use.

2) The TAC that the VeNB declares is the TAC portion of the common NR cell ID (12 bits) plus a fixed 4-bit prefix also reserved for option 3 (en-gNB) use – this could correspond to the “configured TAC” used in X2.
An eNB receiving an ANR report from a UE carries out the same mapping based on the same rules. It can therefore generate the target ID in a way that should correspond to the declared S1 quantities. With this, routing should be the same as in legacy, including even inter-MME routing (which is somewhat problematic for the proxy eNB solution).
With the above illustration, we can complete a better assessment of the VeNB option:

Pluses:

· Release 8 routing, no impact on MME functionality

· Can work also inter-MME

Minuses:

· Both eNB and TAC ID space is shared (but this is already the case for TAC, due to the “configured TAC”)
· Additional S1 per ng-eNB for MME

· Need for VeNB entity in ng-eNB
4. Possible hybrid of proxy eNB and VeNB approaches
It is interesting to consider possible hybrids of the two approaches, since the proxy eNB approach avoids the need for a VeNB in the ng-eNB, while the VeNB approach avoids the need for MME impacts. The below briefly describes a couple of options:
Option 1: Proxy eNB takes over VeNB role (i.e. it sets up a second S1, but otherwise acts as the VeNB except that it interacts with the VeNB when it receives a request.

We expect that, like the VeNB approach, this should now work inter-MME, but it still has the problem that the number of S1 interfaces increase at the MME.

Option 2: The ng-eNB uses the proxy’s identities to generate its own identities, and therefore ensure that the proxy becomes the target, once mapping rules are followed. For example:

· The ng-eNB is configured to use the proxy eNB ID as the first 20 bits of its cell IDs (and gNB ID).

· Then for example the next 10 bits of the cell ID could be taken from the “configured TAC”, with the rest being a fixed prefix
· The proxy eNB declares the configured TACs towards the MME

· An eNB that receives the ANR report extracts the first 20 bits of the cell ID as the target eNB ID, and construcs the configured TAC using the next few bits plus set prefix

This approach seems to combine the advantages of the VeNB and proxy eNB proposals, with the remaining issue that ID space is restricted, and 5G ID space is also not used flexibly. However 

· In a pure option 3 deployment, 5G ID assignment may not be critical

· Once the network transitions (introduction of 5GC), the TNL address discovery process can use the CP interfaces towards “real” nodes without proxying 
5. Conclusions
This document has provided further details and analysis of the Virtual eNB (VeNB) approach. It is shown in particular that, while the numerology and mapping can be set by the operator, there is enough flexibility to enable the SON Configuration Transfer to operate without MME impact, and to also support inter-MME routing. The drawbacks remain (use of 4G ID space, need for additional S1 and also VeNB entity).
In addition, some hybrids between this approach and the proxy eNB approach were described. “Option 2” seems to work reasonably well provided some ID constraints are accepted. Note that these constraints are only really necessary in a pure option 3 deployment: once the NR nodes are connected to 5GS, it is assumed that other methodologies will be used for exchanging IP addresses.
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