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1. Introduction
As agreed in the SID of Industrial Internet of Things (IoT) [1], Data duplication and multi-connectivity enhancements will be further studied in this SI, details are as below:
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In SA2, they have studied the higher layer multi-connectivity and captured the solution in their TR 23.725[2]. 
Base on that, we will discuss the potential impacts of higher layer multi-connectivity as studied by SA2 and provide relevant proposals.
2. Discussion
To realize ultra-high reliability for URLLC services in the commercial deployed network, SA2 has proposed some solutions to use redundant transmission over different physical transport paths in CN and RAN to enhance the reliability of upper layer service. The following solutions have been introduced in [2]:

· Solution 1: Redundant user plane paths based on dual connectivity
This solution is based on the Dual Connectivity feature that is supported both by LTE and NR. The Figure 6.1.1-2 below illustrates the architecture view of the solution. A single UE has user plane connectivity with both a Master gNB (MgNB) and a Secondary gNB (SgNB). The RAN control plane and N1 are handled via the MgNB. The MgNB controls the selection of SgNB and the setup of the dual connectivity feature via the Xn interface. The UE sets up two PDU Sessions, one via MgNB to UPF1 acting as the PDU Session anchor, and another one via SgNB to UPF2 acting as the PDU session anchor. UPF1 and UPF2 connect to the same Data Network (DN), even though the traffic via UPF1 and UPF2 might be routed via different user plane nodes within the DN. UPF1 and UPF2 are controlled by SMF1 and SMF2, respectively, where SMF1 and SMF2 may coincide depending on operator configuration of the SMF selection. (Other 3GPP entities not relevant for this solution are not shown in the figure.)
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Figure 6.1.1-2: Solution architecture

Observation 1: Solution 1 is based on dual connectivity, it’s PDU session level redundancy. 

RAN impacts:

-
Attempt to establish and maintain dual connectivity when the need for redundant user planes are indicated for a pair of PDU Sessions

-
Set up dual connectivity in such a way that both the MgNB and the SgNB have an independent PDCP entity for handling the two independent user plane paths.
Proposal 1：To support redundancy solution 1 of SA2， RAN needs to setup dual connectivity in such a way that both the MgNB and the SgNB have an independent PDCP entity for handling the two independent user plane paths when indicated by SMF the redundancy is needed.

· Solution 2: Redundancy base on two UEs in the host:

This solution makes use of the integration of multiple UEs into the device, and assumes a RAN deployment where redundant coverage by multiple gNBs is generally available. Multiple PDU Sessions are set up from the UEs, which use independent RAN (gNB) and CN (UPF) entities. The Figure 6.2.1-2 below illustrates the architecture view of the solution. UE1 and UE2 are connected to gNB1 and gNB2, respectively and UE1 sets up a PDU Session via gNB1 to UPF1, and UE2 sets up a PDU Session via gNB2 to UPF2. UPF1 and UPF2 connect to the same Data Network (DN), even though the traffic via UPF1 and UPF2 might be routed via different user plane nodes within the DN. UPF1 and UPF2 are controlled by SMF1 and SMF2, respectively. (Other 3GPP entities not relevant for this solution are not shown in the figure.)
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Figure 6.2.1-2: Solution architecture mapped into 3GPP

Editor's note:
Whether the RAN node needs to be separate or can be the same gNBx FFS.

RAN impacts:

-
O&M configuration of the RAN RGs on a per cell level.

-
Prioritization of the handover of the UE to a cell whose RAN RG coincides with the UE RG, when such a suitable target cell is available.

To support this solution, SA2 introduced the concept “Reliability Group”, different UEs of a device support different RGs, different cells of a RAN node support different RGs.

Observation 2: Multiple UEs in a same device could also support service level path redundancy.

Proposal 2: To support redundancy solution 2 of SA2，RAN should support per cell level Reliability Group configuration, and the info should be exchanged via Xn.

· Solution 3: Redundant transmission with two N3 tunnels between a UPF and two NG-RAN nodes
The redundant transmission is based on the DC architecture, except that same PDU is transferred via both M-RAN and S-RAN (Secondary RAN) nodes. With two different NG-RAN nodes, separate transport layer paths are used for redundant data transmission in user plane.
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Figure 6.3.1-1: Redundant transmission with two N3 tunnels between a UPF and two NG-RAN nodes

From RAN point of view, this solution is quite similar to the option 1, DC SCG bearer should be established to transfer the duplicated service data from UPF to SCG.

There’re two different user plane protocol stack options discussed in SA2 [2]:

Alt.1: Enhancement of PDCP and GTP-U protocols
In this option, PDCP protocol and GTP-U protocol are enhanced to support packet replication and elimination function.
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Figure 6.3.1a.1-1: User Plane Protocol Stack - Option1

In this option, it is required there is only one QoS Flow per DRB.

Alt.2: HRP protocol layer
In this option, a HRP (High Reliability Protocol) layer is implemented on the UE and UPF to support packet replication and elimination function.
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Figure 6.3.1a.2-1: User Plane Protocol Stack - Option2

Impact to RAN:

-
The RAN node shall support redundant transmission via DC architecture with two N3 tunnels.

-
In case protocol stack option 1 is adopted, RAN need to ensure there is only one QoS Flow per DRB.
Observation 3: similar to Option 1, Option 3 leverages DC to transmit duplicated service data from different RAN nodes.

Proposal 3: RAN impact depends on the user plane protocol stack options adopted, e.g. RAN need to ensure there is only one QoS Flow per DRB in case protocol stack option 1 is adopted.
· Solution 4: Redundant transmission with two N3 tunnels between the UPF and a single NG-RAN node
This solution supports the redundant transmission based on two N3 tunnels between a single NG-RAN mode and the UPF. The RAN node and UPF shall support the packet replication and elimination function.
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Figure 6.4.1-1: Redundant transmission with two N3 tunnels between the UPF and a single NG-RAN node

Packet replication and elimination can be realized by modifying the GTP-U protocol. In case of DL traffic, the UPF replicates the packet from the DN and assigns the same GTP-U sequence number to them for the redundant transmission. These packets are transmitted to the NG-RAN via the N3 Tunnel 1 and the N3 Tunnel 2 separately. In order to eliminate the duplicated packet, the NG-RAN forwards the packet received first from either tunnel to the UE and drops the replicated packet which has the same GTP-U sequence number as the forwarded packet.

In case of UL traffic, the NG-RAN replicates the packet and assigns the same GTP-U sequence number to them and the UPF eliminates the duplicated packet based on the GTP-U sequence number.

Impact to RAN:

-
The RAN shall be able to replicate the uplink packet and send the duplicate packets to the two N3 tunnels, and eliminate the duplicate downlink packets.

Observation 4: Solution 4 leverages two N3 tunnels to transfer duplicate packets, it can only guarantee the reliability of data transmission between RAN node and UPF.

Proposal 4: To support solution 4, RAN need to send or receive duplicated data packets via multiple N3 tunnels.
3. Conclusion 

This paper discussed the potential impacts of higher layer multi-connectivity as studied by SA2 and provided relevant observations and proposals:
Observation 1: Solution 1 is based on dual connectivity, it’s PDU session level redundancy. 

Proposal 1：To support redundancy solution 1 of SA2， RAN needs to setup dual connectivity in such a way that both the MgNB and the SgNB have an independent PDCP entity for handling the two independent user plane paths when indicated by SMF the redundancy is needed.

Observation 2: Multiple UEs in a same device could also support service level path redundancy.

Proposal 2: To support redundancy solution 2 of SA2，RAN should support per cell level Reliability Group configuration, and the info should be exchanged via Xn.

Observation 3: similar to Option 1, Option 3 leverages DC to transmit duplicated service data from different RAN nodes.

Proposal 3: RAN impact depends on the user plane protocol stack options adopted, e.g. RAN need to ensure there is only one QoS Flow per DRB in case protocol stack option 1 is adopted.
Observation 4: Solution 4 leverages two N3 tunnels to transfer duplicate packets, it can only guarantee the reliability of data transmission between RAN node and UPF.

Proposal 4: To support solution 4, RAN need to send or receive duplicated data packets via multiple N3 tunnels.
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L2/L3 enhancements:


Data duplication and multi-connectivity enhancements, including (RAN2/RAN3):


Resource efficient PDCP duplication e.g. coordination between the nodes for PDCP duplication activation and resource efficiency insurance, avoiding unnecessary duplicate transmissions etc.


PDCP duplication with more than 2 copies leveraging (combination of) DC and CA, whereupon data transmission takes places from at most two nodes: assessment of the gains, and if beneficial, study the associated solutions. 


Potential impacts of higher layer multi-connectivity as studied by SA2.
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