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Introduction
In the last RAN3-101 meeting, Huawei brought some thoughts for in-order delivery guarantee during QoS flow offloading in MR-DC with 5GC [1]. Although Huawei’s paper dealt with in-order-ness with respect to both DL and UL directions, it was being discussed online mostly for DL direction only, for which it could be left up to NW implementation. No agreement was reached from this paper, leaving UL direction no chance to be discussed. 

However, we believe that some enhancements are indeed necessary for UL in-order delivery guarantee in MR-DC with 5GC, when a QoS flow is offloaded to another node. In this contribution, we provide the reasons and discuss possible solutions including one proposed by Huawei [1]. We further propose to adopt one solution based on our analysis and comparison.
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Discussion
2.1     Problem description

In MR-DC with 5GC, a QoS flow can be offloaded from MN to SN (or vice versa). When offloaded to another node, this essentially results in flow remapping onto another DRB unless a whole DRB serving that QoS flow is offloaded. 

For remapping within the same gNB, how to guarantee in-order delivery has been extensively discussed in RAN2 and thus the end-marker SDAP PDU has been specified in TS 37.324 [2] for UL direction. On the other hand, DL direction was agreed to be left to NW implementation, because gNB can simply wait for the successful delivery until the last QoS packet in the old DRB before start remapping onto the new DRB.
For QoS flow offloading, we believe that DL direction in-order delivery can also be left to NW implementation as similar to remapping within the same node, because the source (either MN or SN who requests offloading) can start forwarding to the target once until the last QoS flow packet in the source DRB has been successfully delivered.
Observation 1: For QoS flow offloading, DL direction in-order delivery can also be left to NW implementation as similar to remapping within the same node.

However, some enhancements are necessary for UL direction. Currently, remapping happens at the UE side almost immediately once NW commands the UE to change the mapping (via either RRC or reflective), meaning that currently we cannot expect the UE to wait like NW does during DL remapping. NW has to address somehow between QoS flow packets received at the source and at the target from the UE, but our specifications still lack on how to handle those for UL in-order delivery guarantee. The UE can send an end marker SDAP PDU in the old DRB when remapping happens (i.e., when that old DRB is the default DRB or configured with the presence of SDAP header according to TS 37.324 [2]), but currently there is no mechanism specified on how to treat this uplink end marker across MN and SN. Even, uplink QoS flow forwarding from the source to the target does not exist (as not required during HO process) and thus forwarding and end-marking to the target over Xn-U tunnel is currently not possible (if so, the target could achieve UL in-order delivery between the forwarded from the source and the received from the UE as in DL direction). An out-of-order delivery could indeed happen for UL direction, even if NW wants in-order-ness when a QoS flow is offloaded.

Observation 2: For UL direction, an out-of-order delivery could indeed happen, even if NW wants in-order-ness when offloading a QoS flow to another node.
Proposal 1: Enhancements are necessary to achieve UL in-order delivery for QoS flow offloading.
2.2     Solution description

Several solutions can be considered to achieve UL in-order delivery for QoS flow offloading. In general, we can consider four approaches:
·  Solution 1: NW configures the UE to wait for the successful delivery until the last QoS packet in the source DRB before remapping to the target DRB.

· A UE-based solution to guarantee uplink in-order delivery by itself – When configured to change the mapping via either RRC or reflective, NW could also configure to wait for the successful delivery until the last QoS packet in the source DRB before remapping onto the target DRB.
·  Solution 2: The source marks the end of uplink QoS flow stream to the UPF, letting the UPF to achieve in-order-ness between QoS flows (with the same QFI) sent by the source and the target.

· A UPF-based solution, letting the UPF to achieve in-order delivery by processing QoS flows received from the source first than those (with the same QFI) received from the target. 
· The UE should send an end-marker SDAP PDU in the source DRB when remapping, so that the source can mark the end of uplink QoS flow stream to the UPF.
·  Solution 3: The target node buffers (offloaded) uplink QoS flows and the source node informs the target over XnAP for go-ahead to upload them to UPF.
· A NW-based solution proposed by Huawei [1] – Once remapping happens at the UE side, the target buffers the (offloaded) uplink QoS flows received from the UE, until the source finishes uploading to the UPF and informs the target to go ahead to upload the buffered to the UPF.
· This solution relies everything on XnAP. The forwarding tunnel is not required from the source to the target.
· The UE should also send an end-marker SDAP PDU in the source DRB when remapping, so that the source can know when to indicate the target.
·  Solution 4: The source forwards uplink QoS flows received from the UE via uplink forwarding tunnel to the target (with end-marker at the end) so that the target can guarantee in-order delivery between the forwarded and received from the UE.
· Another NW-based solution relying on forwarding tunnel as similar to a legacy HO forwarding in the DL direction that achieves in-order delivery – Once a NW node (either MN or SN) decides to offload a QoS flow to another node, during preparation, the corresponding uplink forwarding tunnel is established from the source to the target, via which the uplink QoS flows received in the source can be forwarded to the target (with end-marker at the end), so that the target can maintain in-order between the forwarded (if any) and received from the UE. 
· The UE should also send an end-marker SDAP PDU in the source DRB when remapping, so that the source can mark the end of forwarding to the target.
The Solution 1 is simple in the sense that in-order delivery is guaranteed from the transmitting side, but it imposes additional UE memory requirement for such process. A service interruption is inevitable because the UE has to wait for the successful delivery until the last QoS packet in the source DRB. 
The Solution 2 is also simple in the sense that in-order delivery is achieved at the common destination (i.e. UPF), but this requires a new UPF functionality to process QoS flows received from the source first than those (with the same QFI) received from the target. 
Both solutions (Solution 1 and Solution 2) require additional works from other working groups.
Observation 3: Solutions 1 and 2 are simple but impacts on either UE or UPF, so requires additional works from other working groups.
Proposal 2: Do not enhance UE or UPF that require additional works from other WGs.
On the other hand, the Solution 3 and Solution 4 are RAN-based approaches that achieves in-order delivery without any impact on UE or UPF. In essence, there is not much difference between two, but the key difference is on how the source indicates the target to start processing uplink offloaded QoS packets received from the UE. For that, the Solution 3 has to rely on XnAP signalling (as there is no user-plane tunnel from the source to the target). But the class-1 XnAP procedure would be an overkill – indeed, one way indication (class-2) will be sufficient but it may require new (expensive) XnAP procedure for this simple indication purpose. 

However, the Solution 4 relies on user-plane signalling (i.e. GTP-U end marker) over the forwarding tunnel established for such indication purpose. No additional spec impact is foreseen.

Observation 4: Solutions 3 and 4 impact RAN only, having similar behaviours – both requires the source to indicate the target to start processing buffered QoS packets for UL in-order delivery.

Observation 5: For such indication from source to target, Solution 3 requires XnAP changes, while Solution 4 can simply re-use an existing GTP-U end marker over the forwarding tunnel established. 

Moreover, during offloading preparation, both source and target need to differentiate whether to guarantee uplink in-order delivery or not, so that the target can properly buffer offloaded QoS flows received from the UE until indicated over XnAP or receiving end-marker from the source. If in-order delivery is not required, the target does not have to buffer and the source does not have to indicate the target.

For this differentiation, Solution 4 does not require additional impacts on XnAP as it is automatically done via uplink forwarding tunnel establishment process – as similar to the legacy HO forwarding in DL direction, the source will propose forwarding (when uplink in-order delivery is required for a QoS flow to be offloaded), and the target will reply the corresponding forwarding TNL only when it accepts the request. 

However, Solution 3 requires additional impacts on XnAP for such differentiation (e.g. source proposes and target accepts). More XnAP impacts are foreseen, together with the above XnAP indication signalling from the source to go ahead the target to process the buffered packets.
Observation 6: RAN-based solutions require source and target to differentiate whether to guarantee UL in-order delivery or not, so that target can buffer UL QoS flows when required until indicated by source.
Observation 7: Solution 3 requires additional impacts on XnAP while Solution 4 doesn’t, in order for source and target to differentiate whether to guarantee UL in-order delivery or not.
Based on the above analysis, the following table summarizes between RAN-based Solution 3 and Solution 4.
	
	Solution 3 (proposed by [1])
	Solution 4 (following legacy)

	Tunnel (source to target)
	No need
	Required, New IEs for setup during offloading preparation over XnAP

	QoS flow forwarding
	No need
	Not always required. Could be only GTP-U end marker to the target

	Indication from source to start target to process the buffered
	New signalling required over XnAP
	Required, but could be by an existing GTP-U end marker via forwarding tunnel, so no impact.

	Differentiation on whether to guarantee UL in-order delivery or not
	New IEs required over XnAP during offloading preparation
	Automatically done via forwarding tunnel establishment process


Based on the above “impact” analysis, it is clear that the Solution 4 requires less changes on XnAP to support uplink in-order delivery for QoS flow offloading (only for establishing uplink forwarding tunnel from source to target during offloading preparation). Moreover, overall behaviors for source and target are similar for both solutions (i.e., target buffers but processes when indicated by source). Given that, we think it is better to go with a solution with less spec impacts for the same purpose with similar source and target behaviors.
Observation 8: In sum, Solution 4 (following legacy) requires less changes on XnAP for the same purpose with similar source and target behaviours.

Proposal 3: Adopt Solution 4 for UL in-order delivery support for QoS flow offloading.

Note that TS 38.423 [3] already has two IEs (9.2.1.17 Data Forwarding Request List and 9.2.1.16 Data Forwarding Info from target NG-RAN node), which are defined specifically for data forwarding request and response between MN and SN for all applicable scenarios. If these IEs are enhanced to support uplink forwarding tunnel, all the offloading scenarios requiring uplink in-order delivery can be automatically addressed. So, we propose to enhance these two IEs for the Solution 4.
Proposal 4: Enhance two XnAP IEs for UL in-order delivery support – 9.2.1.17 Data Forwarding Request List and 9.2.1.16 Data Forwarding Info from target NG-RAN node 
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Conclusion

In the present contribution we make the following observations
Problem descriptions:
Observation 1: For QoS flow offloading, DL direction in-order delivery can also be left to NW implementation as similar to remapping within the same node.

Observation 2: For UL direction, an out-of-order delivery could indeed happen, even if NW wants in-order-ness when offloading a QoS flow to another node.
Analysis between Solutions:
Observation 3: Solutions 1 and 2 are simple but impacts on either UE or UPF, so requires additional works from other working groups.
Observation 4: Solutions 3 and 4 impact RAN only, having similar behaviours – both requires the source to indicate the target to start processing buffered QoS packets for UL in-order delivery.

Observation 5: For such indication from source to target, Solution 3 requires XnAP changes, while Solution 4 can simply re-use an existing GTP-U end marker over the forwarding tunnel established. 

Observation 6: RAN-based solutions require source and target to differentiate whether to guarantee UL in-order delivery or not, so that target can buffer UL QoS flows when required until indicated by source.
Observation 7: Solution 3 requires additional impacts on XnAP while Solution 4 doesn’t, in order for source and target to differentiate whether to guarantee UL in-order delivery or not.
Observation 8: In sum, Solution 4 (following legacy) requires less changes on XnAP for the same purpose with similar source and target behaviours.

Based on the discussion in the present contribution and the observations above we propose: 
Proposal 1: Enhancements are necessary to achieve UL in-order delivery for QoS flow offloading.
Proposal 2: Do not enhance UE or UPF that require additional works from other WGs.
Proposal 3: Adopt Solution 4 for UL in-order delivery support for QoS flow offloading.

Proposal 4: Enhance two XnAP IEs for UL in-order delivery support – 9.2.1.17 Data Forwarding Request List and 9.2.1.16 Data Forwarding Info from target NG-RAN node 
The corresponding TP for TS 38.423 [3] is proposed in Section 5. 

4

Reference

[1] R3-184636, “In-order delivery in MR-DC Qos flow offloading”, Huawei

[2] TS 37.324, “E-UTRA and NR; Service Data Adaptation Protocol (SDAP) specification”, Rel-15, 3GPP RAN2

[3] TS 38.423, “NG-RAN; Xn application protocol (XnAP)”, Rel-15, v15.1.0
5

TP for BL CR for TS 38.423
----------------------------- First Change ----------------------------------------
9.2.1.17
Data Forwarding Request List
This IE contains information from a source NG-RAN node regarding per QoS flow proposed data forwarding.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	QoS Flows To Be Forwarded List
	
	1
	
	
	–
	

	>QoS Flows To Be Forwarded Item
	
	1 .. <maxnoofQoSFlows>
	
	
	–
	

	>>QoS Flow Indicator 
	M
	
	9.2.3.10
	
	–
	

	>>DL Data Forwarding
	M
	
	9.2.3.34
	
	–
	

	>>UL Data Forwarding for in-order QoS offload
	O
	
	9.2.3.XX
	
	–
	

	Source DRB to QoS Flow Mapping List
	O
	
	DRB to QoS Flow Mapping List

9.2.1.15
	
	–
	


	Range bound
	Explanation

	maxnoofQoSFlows
	Maximum no. of QoS flows allowed within one PDU session. Value is 64.


9.2.3.XX
UL Forwarding

This element indicates a proposal for forwarding of uplink packets.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	UL Forwarding
	M
	
	ENUMERATED (UL forwarding proposed, …)
	


----------------------------- Next Change ----------------------------------------
9.2.1.16
Data Forwarding Info from target NG-RAN node

This IE contains TNL information for the establishment of data forwarding tunnels towards the target NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	PDU Session level DL data forwarding UP TNL Information
	O
	
	UP Transport Layer Information 9.2.3.30
	To forward NG-U DL data to the target node for which no PDCP SN has been assigned yet.
	–
	

	PDU Session level UL data forwarding UP TNL Information
	O
	
	UP Transport Layer Information 9.2.3.30
	To forward UL SDAP SDU to the target node for in-order QoS offload
	
	

	Data Forwarding Response DRB List
	
	0..1
	
	
	–
	

	>Data Forwarding Response DRB Item
	
	1..<maxnoofDRBs>
	
	
	–
	

	>>DRB ID
	M
	
	9.2.3.33
	
	–
	

	>>DL Forwarding UP TNL Information
	O
	
	UP Transport Layer Information 9.2.3.30
	
	–
	

	>>UL Forwarding UP TNL Information
	O
	
	UP Transport Layer Information 9.2.3.30
	
	–
	


	Range bound
	Explanation

	maxnoofDRBs
	Maximum no. of DRBs. Value is 32.


