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Introduction
The last RAN3-101 meeting discussed how to guarantee unique DRB ID assignment across MN and SN, and was able to reach the following green texts: 

	1) MN sends a DRB ID list in SN add req/mod. Typically, the MN should assign a sufficiently large DRB ID list (i.e. usable for the lifetime of the UE context)

2a) For MN-terminated bearers, no problem;

2b) For SN-terminated bearers, SN allocates DRB ID(s) from the list provided

We should not fail the procedure because of a failure to allocate DRB ID(s) at the SN
To be continued…


Based on current status, we further discuss the issue and propose some text proposals.
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Discussion
2.1     SN Addition

What is clear from the current status of agreements is that MN provides some sufficiently large DRB IDs (out of the entire pool) that can be played by SN, which could be possibly usable for the lifetime of the UE context. Needless to say, it should be provided during the initial SN addition procedure and how many it should initially assign could be left up to implementation. 
Proposal 1: MN provides initial DRB ID list to be used by SN. How many can be left to implementation.
2.2     SN Modification

Given an initial split, the agreement also says that MN sends DRB ID list via SN Modification procedure. The underlying intention is to simply provide additional DRB IDs to the SN, to keep the negotiation between MN and SN rather simple. 

We think that giving more DRB IDs should be only when SN requests more (i.e. when the current share is not sufficient). In MR-DC with 5GC, SN can freely decide to establish a SN-terminated bearer using SCG resource only (without bothering MN) and thus SN has no obligation to inform MN about the existence of those SN DRBs [1] (corresponding IDs as well). As a result, MN is oblivious on exact DRB ID usage status in SN side. Providing more without SN’s request could result in unbalanced ID split and inefficiency between MN and SN.

Observation 2-1: In MR-DC with 5GC, MN is oblivious on exact DRB ID usage status in SN side. Giving more IDs without SN’s request could result in unbalanced ID split and inefficiency between MN and SN.
Proposal 2-1: MN to provide additional DRB IDs to SN, only when SN requests more.

If it should be based upon SN’s request, then we believe that reporting spare IDs among SN’s share (i.e., either not used at all or used but released) would be much more beneficial than a simple request. If based on simple request from SN (i.e. without reporting anything), then the SN’s pool will keep increasing but the MN’s portion will keep decreasing. Eventually, the MN may have to reject SN’s “more” request, which may incur the SN’s security fresh. Or, the MN may suffer from small share even if there are some DRB IDs in the SN’s pool that can be used by the MN with no problem. This could end up occasional security key fresh (probably starting with new split) or may require MN-initiated “more” request as well. 

However, if SN reports its spare IDs when requesting more, then MN can take some back to its own pool, which could make security key fresh less frequent without a need of MN-initiated “more” request.

Observation 2-2: Reporting spare DRB IDs when SN requests more (so that MN can take some back) can make security key fresh less frequent without a need to specify MN-initiated “more” request.

Proposal 2-2: SN to report spare IDs if any (not used at all or used but released) when requesting more.

Then, what SN needs to know from MN (to update its share) are which spare DRB IDs MN decided to take back among reported and additional DRB IDs that MN decides to provide more. Of course those can be individually provided to the SN, but it would be much simpler if MN provides new updated list of DRB IDs to be used by SN. Since MN already knows the SN’s original share, it can easily derive the new update list by putting additional IDs to the SN’s original share and taking out taken-back spare IDs (if any). SN can also easily derive what it needs to know by comparing new updated list and the original share, with spare IDs it has reported.

Proposal 2-3: MN to provide new updated DRB ID list in response to SN’s request.
2.3     DRB offloading

We also need to discuss how to handle DRB offloading that Nokia raised during online discussion. E.g. when SN requests to offload its SN terminated bearer to MN, and if MN accepts the request and decides to establish new MN terminated bearer, then whether MN should use a new DRB ID (from its own share) or re-use the DRB ID that has been used by the SN (i.e. DRB ID relocation).

In fact, this is related to how RRC is modelled when NW reconfigures the UE for DRB offloading, where TS 38.331 [2] explicitly mentioned (see below) that DRB ID is re-used when offloaded.
	NOTE 1:
Removal and addition of the same drb-Identity in a single radioResourceConfig is not supported. In case drb-Identity is removed and added due to reconfiguration with sync or re-establishment with the full configuration option, the network can use the same value of drb-Identity.
NOTE 2:
When determining whether a drb-Identity value is part of the current UE configuration, the UE does not distinguish which RadioBearerConfig and DRB-ToAddModList that DRB was originally configured in.  To re-associate a DRB with a different key (KeNB to S-KeNB or vice versa), the network provides the drb-Identity value in the (target) drb-ToAddModList and sets the reestablishPDCP flag. The network does not list the drb-Identity in the (source) drb-ToReleaseList.


This means that DRB ID should be relocated from the pool of the requesting node to the requested node when offloaded. This is indeed beneficial from overall DRB ID management perspective rather than consuming a new ID from the pool whenever DRB offloading happens.

Proposal 3-1: Due to RRC, an offloaded DRB’s ID should be relocated from the requesting node to the requested node (i.e. re-used by the requested node).

The current baseline on how DRB offloading is requested through XnAP is that the requesting node proposes QoS flows to be relocated together with the corresponding DRB mapping info. The DRB ID currently used in the requesting node is mandatorily present in this DRB mapping info. As a result, the requested node can know which DRB ID to re-use, if it decides to accept the offloading request (the acceptance would be informed via this DRB ID as well). Therefore, no additional work is necessary in XnAP to support this DRB ID relocation.

Proposal 3-2: No change is necessary on XnAP to support DRB ID relocation when offloaded.
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Conclusion

In the present contribution we make the following observations and proposals:
SN Addition

Proposal 1: MN provides initial DRB ID list to be used by SN. How many can be left to implementation.

SN Modification

Observation 2-1: In MR-DC with 5GC, MN is oblivious on exact DRB ID usage status in SN side. Giving more IDs without SN’s request could result in unbalanced ID split and inefficiency between MN and SN.
Observation 2-2: Reporting spare DRB IDs when SN requests more (so that MN can take some back) can make security key fresh less frequent without a need to specify MN-initiated “more” request.

Proposal 2-1: MN to provide additional DRB IDs to SN, only when SN requests more.

Proposal 2-2: SN to report spare IDs if any (not used at all or used but released) when requesting more.

Proposal 2-3: MN to provide new updated DRB ID list in response to SN’s request.

DRB offloading
Proposal 3-1: Due to RRC, an offloaded DRB’s ID should be relocated from the requesting node to the requested node (i.e. re-used by the requested node).

Proposal 3-2: No change is necessary on XnAP to support DRB ID relocation when offloaded.
The corresponding TP for TS 38.423 [3] is provided in Section 5.
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TP for BL CR for XnAP TS 38.423

----------------------------- First Change ----------------------------------------

9.1.2.1
S-NODE ADDITION REQUEST
This message is sent by the M-NG-RAN node to the S-NG-RAN node to request the preparation of resources for dual connectivity operation for a specific UE.
Direction: M-NG-RAN node ( S-NG-RAN node.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the M-NG-RAN node
	YES
	reject

	UE Security Capabilities
	M
	
	9.2.3.49
	This IE may need to be refined.
	YES
	reject

	S-NG-RAN node Security Key
	M
	
	9.2.3.51
	
	YES
	reject

	S-NG-RAN node UE Aggregate Maximum Bit Rate
	M
	
	UE Aggregate Maximum Bit Rate
9.2.3.17
	The UE Aggregate Maximum Bit Rate is split into M-NG-RAN node UE Aggregate Maximum Bit Rate and S-NG-RAN node UE Aggregate Maximum Bit Rate which are enforced by M-NG-RAN node and S-NG-RAN node respectively.
	YES
	reject

	Selected PLMN
	O
	
	PLMN Identity

9.2.2.4
	The selected PLMN of the SCG in the S-NG-RAN node.
	YES
	ignore

	Mobility Restriction List
	O
	
	9.2.3.53
	This IE may need to be refined.
	YES
	ignore

	Index to RAT/Frequency Selection Priority
	O
	
	9.2.3.23
	
	YES
	reject

	PDU Session Resources To Be Added List
	
	1
	
	
	YES
	reject

	>PDU Session Resources To Be Added Item
	
	1 .. <maxnoofPDUSessions>
	
	
	–
	

	>>PDU Session ID
	M
	
	9.2.3.18
	
	–
	

	>>S-NSSAI
	M
	
	9.2.3.21
	
	–
	

	>>S-NG-RAN node PDU Session Aggregate Maximum Bit Rate
	O
	
	9.2.3.69
	
	–
	

	>>Bearer Configurations To Be Added
	
	1 .. <maxnoofBearerConfigs>
	
	
	–
	

	>>>CHOICE Bearer Configuration
	M
	
	
	
	–
	

	>>>>SN terminated Bearer
	
	
	
	
	–
	

	>>>>>PDU Session Resource Setup Info – SN terminated
	M
	
	9.2.1.5
	
	–
	

	>>>>MN terminated Bearer
	
	
	
	
	–
	

	>>>>>PDU Session Resource Setup Info – MN terminated
	M
	
	9.2.1.7
	
	–
	

	M-NG-RAN node to S-NG-RAN node Container
	M
	
	OCTET STRING
	Includes the CG-ConfigInfo message as defined in subclause 11.2.2 of TS 38.331 [10] or the SCG-ConfigInfo message as defined in subclause 10.2.2 of TS 36.331 [14].
	YES
	reject

	S-NG-RAN node UE XnAP ID
	O
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the S-NG-RAN node
	YES
	reject

	Expected UE Behaviour
	O
	
	OCTET STRING
	This IE may need to be refined
	YES
	ignore

	Requested Split SRBs
	O
	
	ENUMERATED (srb1, srb2, srb1&2, ...)
	Indicates that resources for Split SRBs are requested.
	YES
	reject

	PCell ID
	O
	
	Global NG-RAN Cell Identity

9.2.2.27
	
	YES
	reject

	S-NG-RAN node DRB ID List
	M
	
	DRB List 9.2.1.29
	DRB ID(s) to be used by the S-NG-RAN node
	–
	


	Range bound
	Explanation

	maxnoofPDUSessions
	Maximum no. of PDU sessions. Value is 256

	maxnoofBearerConfigs
	Maximum no. of BearerConfigurations Value is 2.
The value may need to be refined. So far, only MN- and SN-terminated bearer configurations are considered.


----------------------------- Next Change ----------------------------------------

9.1.2.8
S-NODE MODIFICATION REQUIRED

This message is sent by the S-NG-RAN node to the M-NG-RAN node to request the modification of S-NG-RAN node resources for a specific UE.

Direction: S-NG-RAN node ( M-NG-RAN node.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the S-NG-RAN node
	YES
	reject

	Cause
	M
	
	9.2.3.2
	
	YES
	ignore

	PDCP Change Indication
	O
	
	9.2.3.74
	
	YES
	ignore

	PDU Session Resources To Be Modified List
	
	0..1
	
	
	YES
	ignore

	>PDU Session Resources To Be Modified Item
	
	1 .. <maxnoofPDUSessions>
	
	
	–
	

	>>PDU Session ID
	M
	
	9.2.3.18
	
	–
	

	>>Bearer Configurations To Be Added
	
	1 .. <maxnoofBearerConfigs>
	
	
	–
	

	>>>CHOICE Bearer Configuration
	M
	
	
	
	–
	

	>>>>SN terminated Bearer
	
	
	
	
	
	

	>>>>> PDU Session Modification Required Info – SN terminated
	M
	
	9.2.1.20
	
	–
	

	>>>>MN terminated Bearer
	
	
	
	
	
	

	>>>>>PDU Session Modification Required Info – MN terminated
	M
	
	9.2.1.22
	
	–
	

	PDU Session Resources To Be Released List
	
	0..1
	
	Editor's Note: whether this IE is necessary needs further discussions.
	YES
	ignore

	>PDU Session Resources To Be Released Item
	
	1 .. <maxnoofPDUSessions>
	
	
	–
	

	>PDU sessions to be released List – SN terminated
	O
	
	PDU session List with data forwarding request info
9.2.1.24
	
	–
	

	>PDU sessions to be released List – MN terminated
	O
	
	PDU session List with Cause
9.2.1.26
	
	–
	

	S-NG-RAN node to M-NG-RAN node Container
	O
	
	OCTET STRING
	Includes the CG-Config message as defined in subclause 11.2.2 of TS 38.331 [10] or the SCG-Config message as defined in subclause 10.2.2 of TS 36.331 [14].
	YES
	ignore

	More DRB ID Request
	O
	
	ENUMERATED (true, …)
	To request the M-NG-RAN node more DRB ID(s) to be used by S-NG-RAN node
	
	

	S-NG-RAN node Spare DRB ID List
	O
	
	DRB List 9.2.1.29
	Includes spare DB ID(s) in the S-NG-RAN node (not used at all or used but released)
	–
	


	Range bound
	Explanation

	maxnoofPDUSessions
	Maximum no. of PDU sessions. Value is 256

	maxnoofBearerConfigs
	Maximum no. of BearerConfigurations Value is 2.
The value may need to be refined. So far, only MN- and SN-terminated bearer configurations are considered.


----------------------------- Next Change ----------------------------------------

9.1.2.9
S-NODE MODIFICATION CONFIRM

This message is sent by the M-NG-RAN node to inform the S-NG-RAN node about the successful modification.

Direction: M-NG-RAN node ( S-NG-RAN node.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the M-NG-RAN node
	YES
	ignore

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the S-NG-RAN node
	YES
	ignore

	PDU sessions Admitted To Be Modified List
	
	0..1
	
	
	YES
	ignore

	>PDU sessions Admitted To Be Modified Item
	
	1 .. <maxnoofPDUsessions>
	
	
	–
	

	>>PDU session ID
	M
	
	9.2.3.18
	
	–
	

	>>Bearer Configurations Admitted To Be Added
	
	1 .. <maxnoofBearerConfigs>
	
	
	–
	

	>>>CHOICE Bearer Configuration
	M
	
	
	
	–
	

	>>>>SN terminated Bearer
	
	
	
	
	
	

	>>>>>PDU Session Modificaton Confirm Info – SN terminated
	M
	
	9.2.1.21
	
	–
	

	>>>>MN terminated Bearer
	
	
	
	
	
	

	>>>>> PDU Session Modificaton Confirm Info – MN terminated
	M
	
	9.2.1.23
	
	–
	

	PDU sessions Released List
	
	0..1
	
	
	YES
	ignore

	>PDU sessions released List – SN terminated
	O
	
	PDU Session List with data forwarding info from the target node
9.2.1.25
	
	–
	

	>PDU sessions released List – MN terminated
	O
	
	PDU session List

9.2.1.27
	
	–
	

	M-NG-RAN node to S-NG-RAN node Container 
	O
	
	OCTET STRING
	Includes the CG-ConfigInfo message as defined in subclause 11.2.2 of TS 38.331 [10] or the SCG-ConfigInfo message as defined in subclause 10.2.2 of TS 36.331 [14].
	YES
	ignore

	Criticality Diagnostics
	O
	
	9.2.3.3
	
	YES
	ignore

	S-NG-RAN node Updated DRB ID List
	O
	
	DRB List 9.2.1.29
	Updated DRB ID list to be used by the S-NG-RAN node
	–
	


	Range bound
	Explanation

	maxnoofPDUSessions
	Maximum no. of PDU sessions. Value is 256

	maxnoofBearerConfigs
	Maximum no. of BearerConfigurations Value is 2.
The value may need to be refined. So far, only MN- and SN-terminated bearer configurations are considered.


