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1
Introduction
According to the revised SID for the RAN2-lead “Study on NR Industrial Internet of Things” [1], there are two aspects of the objective on Time Sensitive Networking enhancements that potentially requiring RAN3 input:
a)
Accurate reference timing: Delivery & related process (e.g. SIB delivery or RRC delivery to UEs, Multiple Transmission points) (RAN2/RAN3/RAN1)

d)
Performance evaluation of TSN requirements as captured in TR 22.804 clause 8.1 (RAN2/RAN1/RAN3)

Also, an LS has been received from SA2 [2] asking RAN1, RAN2 and RAN3 whether using the existing 3GPP defined synchronisation, prioritisation and scheduling mechanisms (potentially with some enhancements within RAN) can fulfil the performance requirements defined in clause 8.1 of TR 22.804 [3].

In this paper, we introduce the different architecture options for integration of 5GS into TSN and propose a way forward for RAN3 to handle the performance evaluation.
2
5GS TSN support
2.1
5GS integration into TSN networks
To facilitate and accelerate the insertion of the 5GS into industrial environments, it is a target to have seamless integration and interplay with existing Industrial Ethernet technologies, Time Sensitive Networking (TSN) being the main focus in SA2. TSN is a set of standards that define mechanisms for the time-sensitive (i.e. deterministic) transmission of data over Ethernet networks. It is under development by the Time-Sensitive Networking task group of the IEEE 802.1 working group. 

Figure 1 shows an example TSN network architecture. It consists of end stations (also known as talkers or listeners) that are inter-connected to each other via one or multiple TSN bridges with time-sensitive (deterministic) transmission capabilities. In the depicted architecture, the Centralized User Configuration (CUC) node defines the desired data flows between a talker and one or multiple listener(s), e.g. packet size, transmission periodicity and required latency. This is often done manually by an operator at the industrial premises. The combined requirements for all TSN flows are then received at the Centralized Network Controller (CNC), which translates them into detailed transmit/receive schedules for the egress/ingress points of each of the TSN bridges involved in the communication. The CNC scheduling decisions are based on a-priori collected knowledge of the underlying network topology as well as the performance and functional capabilities of each network node. Alternatively, distributed or hybrid TSN configuration methods are possible but are not considered here.
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Figure 1: Example of TSN architecture according to the fully centralized model (cc. IEEE 802.1Qcc)
In the following sub-sections, the different options for integration of 5GS into TSN networks considered in SA2 are shortly summarized.
2.1.1
5GS appearing as TSN link(s) 
In a first option, E2E 5GS system may mimic for each PDU session an Ethernet cable, e.g. present to the connected system (on both UE and UPF side) a fixed delay and bandwidth model. As shown in Figure 2, the link goes from the reference points N6 (UPF side) to a reference point N60 (UE side), where the latter is under consideration in SA2. It forms the simple method of transparent integration. There are many techniques with Industrial Ethernet systems that rely on consistent behavior of a cable not to register as faulty and the 5GS deployment must adhere to such challenging requirements. As example, the TTI time-resolution of the 5GS is very coarse compared to the resolution and time dispersion of a GbE connection, and thus some de-jittering elements (or cable adapters) will in principle be needed for the N60 and N6 interfaces. Such de-jittering functions may be deployed in the UE or UPF or could instead be external adapters outside of N6 and N60 interfaces, e.g. specified outside of 3GPP. The synchronization solution will be important to monitor this 5GS E2E delay and compensate for it at the end points.
As 5GS mimics an Ethernet link between an Ethernet port on the UE side and an Ethernet port on the UPF side (e.g. cable) the intrinsic Ethernet capabilities of the 5GS system can be reduced to simple transport (e.g. no switching, etc.) according to the TSN stream schedules of the neighboring TSN-aware bridges. The 5GS must be configured to act as a cable for TSN flows and the connection needs to be active before the CNC can start its discovery protocols, schedule calculation and configuration actions. 
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Figure 2: 5GS as TSN link per PDU session
2.1.2
5GS appearing as TSN bridge

In the next integration option, the 5GS is seen as an IEEE TSN compliant TSN bridge which has ports that refer to a number of UE connections and UPF connections. Being a bridge, more inherent Ethernet capabilities need to be supported including inherent Ethernet switching etc. To be TSN compliant, also other requirements need to be considered such as TSN scheduler support which are still being analyzed in SA1 and SA2. In Figure 3, an option is shown where adaptation to the specifics of the external TSN system is considered by means of adaptation functions handling both user plane and control plane elements of integration. Such adaptation functions could in principle be integrated also into the UE and UPF functions as well as PCF (similar as shown for the link model previously).
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Figure 3: 5GS as an TSN bridge
Note that in the TSN management framework, the 5GS as a bridge can report different performance numbers for each UE-UE or UE-UPF port combinations. E.g. it is supported that some port combinations have reduced delay/bandwidth performance and the CNC can then take these numbers into its E2E schedule calculations and decisions.
2.1.3 5GS as integrated TSN framework 
The last option discussed in SA2, is a full integration of TSN and 5GS network elements. In this option, individual nodes of the 5GS (e.g. UPF, gNB, UE) interact with TSN procedures initiated by TSN end-points and TSN controllers. This allows the 5GS and associated infrastructure to present itself as multiple TSN-compatible end-points. SA2 has concluded that adopting the Integrated TSN approach will involve more extensive specification work and should be considered if the "adapted TSN approach" is found to have significant difficulties. For instance, if gNB is becoming part of TSN subnet it may need to support requirements to perform resource reservation using SRP (in IEEE 802.1Qat), centralized Network Configuration (in IEEE 802.1Qcc) and support time-aware scheduling (in IEEE 802.1Qbv).
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Figure 4: Integrated TSN framework
Similar functionalities will be needed for both bridge and link models, although the location of such elements may differ between the two integration models. From a user plane perspective, the 5GS as a bridge will have the same functional entities as the 5GS as a link option. E.g. meeting the same UPF-UE E2E delay would end up to the same budget for the RAN.  
2.2
Time synchronization with 5G
The key for providing ultra-reliable, deterministic, time sensitive end-to-end communications and services is a precise time synchronism between and among related applications at both sending and receiving ends. Time synchronization of applications in UE and DN side needs to be supported through 5GS. Upcoming IEEE802.1AS-Rev (.1AS-rev) [1] is designed for generic synchronization standard for various TSN use cases, thus it could be considered as an exemplary end to end time synchronization service for 5G. 
Native synchronization of NR with signaling (SIB/RRC) of time information can be exploited for radio link. All 5G user plane nodes need to be synchronized with master clock. This use of native synchronization and 5G internal synchronization seem both essential independently of selected TSN model. 

2.2.1 Synchronization with 5GS as TSN Link 

When 5G forms a transparent link for TSN with deterministic latency, it can be exploited for transparent transmission of generalized Precision Time Protocol (gPTP) messages as well. External PTP instances can then estimate the propagation delay of 5G link and take it into account.  
2.2.2 Synchronization with 5GS as TSN Bridge

The general principle of how synchronization can be delivered for Time Sensitive Networks with a usage of 5GS is depicted in the figure below, where the 5GS acts as a time aware relay according to IEEE802.1AS-rev definitions. As per definitions, 5GS relays gPTP synchronization messages received on its slave port (N6) from master port (N60), with adding residence time of 5G into cumulative delay correction field of message. As pre-requisite, user plane entities of the 5GS shall be synchronized with master clock of 5G and Ethernet ports in N6 and N60 require HW with time stamping functionality. Synchronization with 5GS exploits native synchronization at Uu with signalling of precise time information. 
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Figure 5:  Overview for synchronization with 5GS as a time aware relay
2.2.3 Synchronization with 5GS as Integrated TSN Framework
If TSN is integral part of 5GS, then each of the nodes is also gPTP capable and may act as a time aware relay from a synchronization point of view. Native synchronization over NR is exploited like in the TSN bridge model. 
3
Proposals 

This paper introduced the different architecture options for integration of 5GS into TSN. The following is proposed:

Proposal 1: Include the text of sections 2.1 and 2.2 above into TR 38.825 [4], as shown by the TP provided in the appendix. 
Regarding the performance evaluation of TSN requirements as requested by the SID objective and SA2 LS, it is expected that RAN2 will start the analysis and inform RAN3 of the work split.

Proposal 2: RAN3 evaluation of TSN requirements should wait for LS from RAN2 regarding work split. 
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Start of Text Proposal
6
Time Sensitive Networking
6.1
General
This section contains explanation on what TSN networking is and how it can be supported using 5G/NR technologies as well as analysis of the potential TSN specific enhancements of NR such has accurate reference timing delivery, QoS/scheduling enhancements and Ethernet header compression. It also contains an evaluation of NR with respect to performance and synchronization accuracy requirements as defined in [3].

6.2
TSN use cases, scenarios and architectures

Editor’s note: RAN3 responsibility
6.2.x
TSN Integration Architectures
Figure 6.2.x-1 shows an example TSN network architecture. It consists of end stations (also known as talkers or listeners) that are inter-connected to each other via one or multiple TSN bridges with time-sensitive (deterministic) transmission capabilities. In the depicted architecture, the Centralized User Configuration (CUC) node defines the desired data flows between a talker and one or multiple listener(s), e.g. packet size, transmission periodicity and required latency. This is often done manually by an operator at the industrial premises. The combined requirements for all TSN flows are then received at the Centralized Network Controller (CNC), which translates them into detailed transmit/receive schedules for the egress/ingress points of each of the TSN bridges involved in the communication. The CNC scheduling decisions are based on a-priori collected knowledge of the underlying network topology as well as the performance and functional capabilities of each network node. Alternatively, distributed or hybrid TSN configuration methods are possible but are not considered here.
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Figure 6.2.x-1: Example of TSN architecture according to the fully centralized model (cc. IEEE 802.1Qcc)
In the following sub-sections, the different options for integration of 5GS into TSN networks considered in SA2 are shortly summarized.

6.2.x.1
5GS appearing as TSN link(s)
In a first option, E2E 5GS system may mimic for each PDU session an Ethernet cable, e.g. present to the connected system (on both UE and UPF side) a fixed delay and bandwidth model. As shown in Figure 6.2.x.1-1, the link goes from the reference points N6 (UPF side) to a reference point N60 (UE side), where the latter is under consideration in SA2. It forms the simple method of transparent integration. There are many techniques with Industrial Ethernet systems that rely on consistent behavior of a cable not to register as faulty and the 5GS deployment must adhere to such challenging requirements. As example, the TTI time-resolution of the 5GS is very coarse compared to the resolution and time dispersion of a GbE connection, and thus some de-jittering elements (or cable adapters) will in principle be needed for the N60 and N6 interfaces. Such de-jittering functions may be deployed in the UE or UPF or could instead be external adapters outside of N6 and N60 interfaces, e.g. specified outside of 3GPP. The synchronization solution will be important to monitor this 5GS E2E delay and compensate for it at the end points.

As 5GS mimics an Ethernet link between an Ethernet port on the UE side and an Ethernet port on the UPF side (e.g. cable) the intrinsic Ethernet capabilities of the 5GS system can be reduced to simple transport (e.g. no switching, etc.) according to the TSN stream schedules of the neighboring TSN-aware bridges. The 5GS must be configured to act as a cable for TSN flows and the connection needs to be active before the CNC can start its discovery protocols, schedule calculation and configuration actions. 

Figure 6.2.x.1-1: 5GS as TSN link per PDU session
6.2.x.2
5GS appearing as TSN bridge
In the next integration option, the 5GS is seen as an IEEE TSN compliant TSN bridge which has ports that refer to a number of UE connections and UPF connections. Being a bridge, more inherent Ethernet capabilities need to be supported including inherent Ethernet switching etc. To be TSN compliant, also other requirements need to be considered such as TSN scheduler support which are still being analyzed in SA1 and SA2. In Figure 6.2.x.2-1, an option is shown where adaptation to the specifics of the external TSN system is considered by means of adaptation functions handling both user plane and control plane elements of integration. Such adaptation functions could in principle be integrated also into the UE and UPF functions as well as PCF (similar as shown for the link model previously).
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Figure 6.2.x.2-1: 5GS as an TSN bridge

Note that in the TSN management framework, the 5GS as a bridge can report different performance numbers for each UE-UE or UE-UPF port combinations. E.g. it is supported that some port combinations have reduced delay/bandwidth performance and the CNC can then take these numbers into its E2E schedule calculations and decisions.
6.2.x.3 5GS as integrated TSN framework 
The last option discussed in SA2, is a full integration of TSN and 5GS network elements. In this option, individual nodes of the 5GS (e.g. UPF, gNB, UE) interact with TSN procedures initiated by TSN end-points and TSN controllers. This allows the 5GS and associated infrastructure to present itself as multiple TSN-compatible end-points. SA2 has concluded that adopting the Integrated TSN approach will involve more extensive specification work and should be considered if the "adapted TSN approach" is found to have significant difficulties. For instance, if gNB is becoming part of TSN subnet it may need to support requirements to perform resource reservation using SRP (in IEEE 802.1Qat), centralized Network Configuration (in IEEE 802.1Qcc) and support time-aware scheduling (in IEEE 802.1Qbv).
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Figure 6.2.x.3-1: Integrated TSN framework
6.2.y
Time synchronization with 5G

The key for providing ultra-reliable, deterministic, time sensitive end-to-end communications and services is a precise time synchronism between and among related applications at both sending and receiving ends. Time synchronization of applications in UE and DN side needs to be supported through 5GS. Upcoming IEEE802.1AS-Rev (.1AS-rev) [1] is designed for generic synchronization standard for various TSN use cases, thus it could be considered as an exemplary end to end time synchronization service for 5G. 
Native synchronization of NR with signaling (SIB/RRC) of time information can be exploited for radio link. All 5G user plane nodes need to be synchronized with master clock. This use of native synchronization and 5G internal synchronization seem both essential independently of selected TSN model. 

6.2.y.1
Synchronization with 5GS as TSN Link
When 5G forms a transparent link for TSN with deterministic latency, it can be exploited for transparent transmission of generalized Precision Time Protocol (gPTP) messages as well. External PTP instances can then estimate the propagation delay of 5G link and take it into account.  
6.2.y.2
Synchronization with 5GS as TSN Bridge
The general principle of how synchronization can be delivered for Time Sensitive Networks with a usage of 5GS is depicted in the figure below, where the 5GS acts as a time aware relay according to IEEE802.1AS-rev definitions. As per definitions, 5GS relays gPTP synchronization messages received on its slave port (N6) from master port (N60), with adding residence time of 5G into cumulative delay correction field of message. As pre-requisite, user plane entities of the 5GS shall be synchronized with master clock of 5G and Ethernet ports in N6 and N60 require HW with time stamping functionality. Synchronization with 5GS exploits native synchronization at Uu with signalling of precise time information. 
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Figure 6.2.y.2-1:  Overview for synchronization with 5GS as a time aware relay
6.2.y.3
Synchronization with 5GS as Integrated TSN Framework

If TSN is integral part of 5GS, then each of the nodes is also gPTP capable and may act as a time aware relay from a synchronization point of view. Native synchronization over NR is exploited like in the TSN bridge model. 
End of Text Proposal
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