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1. Introduction
In the previous meeting, two solutions for supporting inter-node CSI-RS based mobility were proposed. The summary of the offline discussion is captured in [1]. 
[bookmark: _Ref178064866]The proposed solution in [1] was to introduce a new Xn class 1 procedure for supporting cell CSI-RS configuration transfer. However, this solution did not consider the benefits and realization impacts for supporting CSI-RS based mobility over SSB based mobility. Therefore, it was proposed to continue the discussion of this issue in Rel-16, where the companies involved will investigate the benefits and standardization / realization impacts of different approaches.
1. Discussion
The authors in [1] suggested to provide the gNB with the CSI-RS configuration through requesting the neighbour node to feedback by new Xn class 1 procedure (see Fig. 1). However, the proposed approach for exchanging the CSI-RS configuration (highlighted in red in Fig.1) comes with a large amount of network signalling that was not previously captured. In fact, the additional delay corresponds to: 

· CSI-RS Request from Serving gNB-CU to Neighbour gNB-CU over Xn; 
· Neighbour gNB-CU sends CSI-Request to Neighbour gNB-DU over F1 (note that gNB-CU is not supposed to have information about CSI-RS); 
· Neighbour gNB-DU replies to Neighbour gNB-CU over F1; 
· Neighbour gNB-CU replies to Serving gNB; 
· Serving gNB configures CSI-RS measurements; 
· Serving gNB receives measurement results;
· Serving gNB sends HO Request to Neighbour gNB; 
· Follows the normal HO procedure. 
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[bookmark: OLE_LINK106]Figure 1: CSI-RS resource exchange through Xn class 1 procedure (extra CSI-RS specific HO w.r.t. SSB HO highlighted in red)


Overall, it constitutes a lot of signalling information for a handover procedure. Besides, if the UE needs another reconfiguration and must perform the actual CSI-RS measurements before being handed over, the procedure will probably fail due to the increased latency added to the UE’s already tight time window.

Observation 1	The approach where a new Xn class1 procedure is introduced to exchange CSI-RS configuration of cells in neighbour nodes may increase the handover time and the handover failure rate.

In practice, the approach of allowing a node to fetch the CSI-RS configuration whenever a handover is needed is too slow and may not really work. An alternative solution could be based on a periodic update procedure over the Xn interface. With this approach, the serving gNB-CU can directly trigger the CSI-RS measurements to the UE without having to fetch them first from the neighbour gNB, which would reduce latency and decrease handover failure probability. 
In order to enable this periodic update over Xn, we could either use the Configuration Update procedure with a new IE or define a new container where the CSI-RS configuration measurements are exchanged in a class2 Xn procedure between Neighbour nodes. Another option could be to re-use the Xn Resource Coordination procedure. A similar approach may then also be needed over F1. 
However, this approach may face issues depending on how frequent the update procedure will be. In fact, if the CSI-RS measurements are switched on / off or change configuration frequently, we may have scalability problems on the network interfaces due to the heavy periodic reporting. And thus, it may negatively impact the network interfaces due to the amount of network signalling.

Observation 2	The approach where CSI-RS configuration of cells is exchanged using a periodic update procedure may reduce handover latency and decrease handover failure probability, however it may create a large amount of signalling and affect the interface operation.

Therefore, more investigation is needed in order to better understand the frequency of CSI-RS transfer updates and their realization impacts.

The CSI-RS based mobility needs to be further investigated by taking into account the standardization and realization impacts, as well as the frequency of configuration updates.

1. Conclusion
In section 2 we made the following observations:

Observation 1	The approach where a new Xn class1 procedure is introduced to exchange CSI-RS configuration of cells in neighbour nodes may increase the handover time and the handover failure rate.
Observation 2	The approach where CSI-RS configuration of cells is exchanged using a periodic update procedure may reduce handover latency and decrease handover failure probability, however it may create a large amount of signalling and affect the interface operation.

Based on the discussion in section 2 we propose the following:

1. The CSI-RS based mobility needs to be further investigated by taking into account the standardization and realization impacts, as well as the frequency of configuration updates.
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