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1
Introduction
RAN 3 has received the LS on “TSN integration in the 5G System” from SA2 in R3-185455 (=S2-189051). That LS contains the Action:

SA2 would like to ask RAN1, RAN2 and RAN3 whether using the existing 3GPP defined synchronisation, prioritisation and scheduling mechanisms, potentially with some enhancements within RAN, can fulfil the performance requirements defined in clause 8.1 of TR 22.804.
Vodafone anticipate that enhancements within the RAN are needed in order to fulfil the referenced requirements. For example, for N3, Xn, and F1-U traffic, new mechanisms may be needed to facilitate the time bound, low latency, delivery of the required user plane data.
Clause 8.1 of TR 22.804 v16.1.0 (September 2018) is copied into Annex A of this document.

2
Discussion
2.1
Time Sensitive Backhaul

The existing 3GPP systems have assumed that the radio interface is the main area where QoS is needed. While there is provision in the standards for the use of the DiffServ Code Point to assist with prioritisation on the backhaul, no 3GPP specifications describe (or reference) how the backhaul latency can be both very low and guaranteed.

This implies that some changes (at least to RAN implementations) are likely to be needed to support “customer level TSN” traffic. 

The changes could involve the NG-RAN having a “per NG-RAN node” Time Sensitive Network connection to the relevant User Plane Functions for the combined (across multiple UEs) “customer level TSN” traffic.

Some of the descriptions of Time Sensitive Networks available on the internet show it operating with separate VLANs for TSN and non-TSN traffic. This enables the TSN traffic to be periodically and deterministically scheduled by the Ethernet nodes. 

However, separating the TSN traffic from other traffic on the backhaul might be problematic, for example:

a) Due to IPSec based protection of the backhaul (as required by TS 33.501); and/or 

b) Due to NG-RAN grouping all the QoS flows of one UE’s PDN connection onto one GTP-tunnel

The QoS techniques suggested in TS 33.501 clause 9.1.3 may help alleviate some of these issues, but, it is not clear that these would be sufficient to enable the use of separate VLANs for the time bound and non-time bound traffic.
Further investigation seems necessary, as, for example, the selection of the correct VLAN might require additional parameters in N2 interface signalling messages.

Further investigation also seems necessary on how to ensure time bound user plane delivery on F1-U and Xn interfaces.
2.2
NG-RAN Admission Control

The “time sensitive” data rate capacity of the backhaul may well be strictly limited.

Hence, when low latency, guaranteed delay services are requested by a UE, the NG-RAN will need to perform admission control on both the backhaul as well as the radio interface. This may pose implementation challenges when the NG-RAN node contains many cells (e.g. it serves multiple frequency bands and multiple sectors). 

NG-RAN node based admission control for the backhaul will also be challenging in the situation that the backhaul utilises several Ethernet segments (as the Ng-RAN node will only have visibility of its local segment.)

Further investigations seem necessary with regard to admission control on the backhaul.
2.3
Handover

Many of the requirements in TR 22.804 involve significant device speed. Hence Handover situations will need to be handled (e.g. we might need “0 ms handover interruption”). This seems to require improvements over what NG-RAN can achieve in Release 15 
Could this be covered under existing RAN Release 16 work on mobility enhancements? (RAN 3 impacts would be expected to achieve inter-site “0 ms handover interruption”).) 
3
Summary and Proposals
Further RAN 3 study of several aspects seems necessary, however, it seems plausible that a ‘modular’ approach of using a “bulk Time Sensitive Network” on the backhaul for all the NG-RAN’s site’s “customer level TSN traffic” might be feasible.
It is proposed that 

a) the requirements (below) are analysed by delegates; 

b) the above aspects are discussed; and

c) an LS is drafted back to SA2 to indicate that RAN 3 work is expected to be needed.

We kindly request RAN3 to consider and to approve the proposals. 
Annex A: extract from TR 22.804 v16.1.0

https://portal.3gpp.org/desktopmodules/Specifications/SpecificationDetails.aspx?specificationId=3187
8
Merged potential service requirements

8.1
Network service performance requirements 
8.1.1
Remarks

Select parameters listed in the following Clauses are explained in Clause 4.3.4.4 and Annex A. If not mentioned otherwise, the provided potential requirements are per instantiated communication service. 

For a description of the traffic classes below see Clause 4.3.4.4.

NOTE: The service performance requirements of all the use cases described in Clause 5 can be found 

8.1.2
Periodic deterministic communication

	Characteristic parameter (KPI)
	Influence quantity
	Requirement
	Remark

	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter (note)
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area
	
	

	> 99,999%
	< transfer interval
	
	200
	100 ms
	~ 500 ms
	≤ 42 m/s
	See Remark
	
	Mass Transit 1.3, 1.4, 1.5, 1.6, 1.7, 1.8
	Control of automated train; 2 UEs per train unit

	99,9999% to 99,999999%
	< transfer interval
	
	20 to 50
	0,5 ms to 2 ms
	Transfer interval
	≤ 20 m/s
	≤ 100
	
	Factories of the Future 2.1, 2.2, 2.3, 2.8, 2.10
	Motion control and control-to-control use cases

	99,9999% to 99,999999%
	< transfer interval 
	
	≤ 1 k
	≥ 4 ms
	Transfer interval
	≤ 20 m/s
	≤ 10
	
	Factories of the Future 5.1, 5.3, 5.6
	Motion control and control-to-control use cases

	> 99,9999% 
	< transfer interval 
	< 50% of transfer interval
	40 to 150 k
	1 to 500 ms
	Transfer interval
	≤ 14 m/s
	≤ 100
	≤ 1 km2
	Factories of the future 6.1, 6.2, 6.4, 6.6, 7.1, 7.6; Electric Power Distribution 5.1, 5.2, 5.4
	Mobile control panels, mobile robots, and differential protection

	NOTE 1: The jitter interval is symmetric. However, only late arrivals count as communication error.


NOTE 2: The time parameters and the message size in row two and three are to be read as follows. First, a transfer interval value that lies within the provided interval is chosen. Then the end-to-end latency and the survival time are inferred. For instance, one chooses 10 ms in row four. In this case the survival time is also 10 ms, and the end-to-end latency is smaller than 10 ms and the jitter is 5 ms. Next, the message size is chosen; for instance, 250 kbyte.

8.1.3
A-periodic deterministic communication

	Characteristic parameter (KPI)
	Influence quantity
	Related requirement
	Remark

	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter (note)
	Service bit rate: user-experienced data rate
	UE speed
	# of UEs
	
	

	99,9999%
	< 1 ms
	
	150 kbit/s to 4,61 Mbit/s
	≤14 ms/s
	
	PMSE 1.1, 1.3, 1.6
	Audio streaming for live performance

	≥ 99,9999%
	5 ms to 10 ms
	
	
	
	
	Electric Power Distribution 3.1, 3.2, 4.2, 4.3
	Medium-voltage electric power distribution grid

	99,9999% to 99,999999%
	< 30 ms
	< 50% of end-to-end latency
	> 5 Mbit/s
	
	
	Factories of the Future 6.2, 6.6
	Mobile control panels with safety functions; bi-directional communication

	> 99,999%
	< 500 ms
	
	≥ 2 Mbit/s
	≤ 42 m/s
	See remark
	Mass Transit 1.6, 1.7, 1.8
	CCTV communication service for surveillance cameras; 2 UEs per train unit

	> 99,99%
	< 200 ms
	
	≥ 200 kbit/s
	≤ 42 m/s
	See remark
	Mass Transit 4.2, 4.3, 4.4
	Emergency voice call; 2 UEs per train unit

	> 99,9%
	< 10 ms
	
	
	
	
	Factories of the Future 10.2, 10.3
	Augmented reality; bi-directional transmission; support at least 3 devices in the same radio cell

	NOTE: The jitter interval is symmetric. However, only late arrivals count as communication error.


8.1.4
Non-deterministic communication

	Characteristic parameter (KPI)
	Influence quantity
	Related requirement
	Remark

	Service bit rate: user-experienced data rate
	UE speed
	# of UEs
	Service area
	
	

	≥ 1 Mbit/s
	~ 0 m/s
	
	
	Factories of the Future 3.2
	

	> 10 Mbit/s
	≤ 14 m/s
	≤ 100
	≤ 1 km2
	Factories of the Future 7.2, 7.6
	Mobile robots; real-time video stream

	≥ 1 Gbit/s
	~ 0 m/s
	See remark
	
	Mass Transit 6.1
	CCTV offload in train stations; typically 1 UE per train used


8.1.5
Mixed traffic

	Characteristic parameter (KPI)
	Influence quantity
	Related requirement
	Remark

	Communication service availability
	End-to-end latency: target value
	Service bit rate: aggregate user-experienced data rate
	UE speed
	# of UEs
	
	

	> 99,9999%
	< 100 ms
	1 Gbit/s
	
	2
	Mass Transit 7.1, 7.2, 7.3, 7.4
	Communication between mechanically coupled train segments; angle between segments < 0,52 rad

	
	≤ 10 ms
	
	< 14 m/s
	See remark
	Mass Transit 8.1, 8.2, 8.3, 8.4, 8.5
	Virtually coupled trains; UE speed: relative speed between trains low; separation of UEs ≤ 3 km; 2 UEs per train unit

	99,9999999%
	16 ms
	
	
	
	Centralised Power Generation 4.9
	Wind power park control traffic; can be realised with aid of wired connections; PER < 10-9


8.1.6   Clock Synchronisation communication service requirement

8.1.6.1 Clock synchronisation communication service level requirement 

	Reference number
	requirements
	Use case requirement 

reference

	Nsd.Csy.1
	The 5G system shall support the processing and transmission of IEEE1588 / Precision Time Protocol messages to allow 3rd application which use this protocol to meet the clock synchronisation performance requirement.
	Factories of the Future 4.3

PMSE 2.5

PMSE 3.6



	Nsd.Csy.2
	The 5G system shall support synchronising the time clock of UEs with external clocks through the 5G system. 


	Factories of the Future 18.8



	Nsd.Csy.3
	The 5G system shall be able to synchronise the time clock of the UEs that are distributed across different geographically deployed 5G networks. 


	Factories of the Future 18.18




8.1.6.2 
Clock synchronisation service performance requirement 

	clock synchronicity accuracy level 
	Number of devices in one Communication group for clock synchronisation
	Synchronisation clock synchronicity requirement 
	Service area 
	Use case reference

	1
	 Up to 300 device
	< 1 µs
	≤ 100 m2
	Factories of the Future 2.4

Factories of the Future 5.3

PMSE 1.2, 

Electric Power Distribution 4.1

	2
	Up to 10 UEs
	< 10 µs
	≤ 2500 m2
	PMSE 3.1

	3
	Up 500 UEs
	< 20 µs
	≤ 2500 m2
	PMSE 2.1


8.1.7
Positioning Service Performance Requirements
	Scenario 
	Horizontal accuracy 
	Availability
	Heading 
	Latency for position estimation of UE
	UE Mobility 
	Use case reference


	Mobile control panels with safety functions in smart factories (within factory danger zones)
	< 1 m
	99.9% 
	< 0,54 rad
	< 1 s
	N/A
	Factories of the Future 6.5

	Mobile control panels with safety functions ( non-danger zones 
	< 5 m 
	90%
	N/A
	< 5 s-
	N/A
	Factories of the Futur6 6.7

	Augmented reality in smart factories 
	< 1 m
	99%
	< 0,17 rad 
	< 15 ms
	< 10 km/h
	Factories of the future 10.8

	Process automation – plant asset management 
	< 1 m
	90%
	N/A
	< 2 s
	< 30 km/h
	Factories of the Future 13.3

	Inbound logistics for manufacturing (for driving trajectories (if supported by further sensors like camera, GNSS, IMU) of autonomous driving systems) ) 


	< 30 cm (if supported by further sensors like camera, GNSS, IMU) 
	99.9%
	N/A
	10 ms
	< 30 km/h
	Factories of the Future15.5

	Inbound logistics for manufacturing (for storage of goods)
	< 20 cm
	99%
	N/A
	< 1 s
	< 30 km/h
	Factories of the Future15.6

	Flexible, modular assembly area in smart factories (for autonomous vehicles (only for monitoring proposes))
	< 50 cm
	99%
	N/A
	1 s
	< 30 km/h
	Factories of the Future18.19

	Flexible, modular assembly area in smart factories (for tracking of tools at the work-place location)
	< 1m (relative positioning)
	99%
	N/A
	1 s
	< 30km/h
	Factories of the Future18.20


Annex B: extracts from TS 33.501
9
Security procedures for non-service based interfaces 

9.1
General
9.1.1
Use of NDS/IP

The protection of IP based interfaces for 5GC and 5G-AN according to NDS/IP is specified in TS 33.210 [3]. Traffic on interfaces carrying control plane signalling can be both integrity and confidentiality protected according to NDS/IP.

NOTE 1:
Void.

9.1.2
Implementation requirements

IPsec ESP implementation shall be done according to RFC 4303 [4] as profiled by TS 33.210 [3]. For IPsec implementation, tunnel mode is mandatory to support while transport mode is optional. 

IKEv2 certificate-based authentication implementation shall be done according to TS 33.310 [5]. The certificates shall be supported according to the profile described by TS 33.310 [5]. IKEv2 shall be supported conforming to the IKEv2 profile described in TS 33.310 [5].

9.1.3
QoS considerations

If the sender of IPsec traffic uses DiffServ Code Points (DSCPs) to distinguish different QoS classes, either by copying DSCP from the inner IP header or directly setting the encapsulating IP header's DSCP, the resulting traffic may be reordered to the point where the receiving node's anti-replay check discards the packet. If different DSCPs are used on the encapsulating IP header, then to avoid packet discard under one IKE SA and with the same set of traffic selectors, distinct Child-SAs should be established for each of the traffic classes (using the DSCPs as classifiers) as specified in RFC 4301 [6].
9.2
Security mechanisms for the N2 interface
N2 is the reference point between the AMF and the 5G-AN. It is used, among other things, to carry NAS signalling traffic between the UE and the AMF over 3GPP and non-3GPP accesses.
The transport of control plane data over N2 shall be integrity, confidentiality and replay-protected.
In order to protect the N2 reference point, it is required to implement IPsec ESP and IKEv2 certificates-based authentication as specified in sub-clause 9.1.2 of the present document. IPsec is mandatory to implement on the gNB. On the core network side, a SEG may be used to terminate the IPsec tunnel.
In addition to IPsec, DTLS shall be supported as specified in RFC 6083 [58] to provide integrity protection, replay protection and confidentiality protection. Security profiles for DTLS implementation and usage shall follow the provisions given in TS 33.310 [17], Annex E.

NOTE 1: 
The use of transport layer security, via DTLS, does not rule out the use of network layer protection according to NDS/IP as specified in TS 33.210 [3]. In fact, IPsec has the advantage of providing topology hiding.
NOTE 2: 
The use of cryptographic solutions to protect N2 is an operator's decision. In case the gNB has been placed in a physically secured environment then the 'secure environment' includes other nodes and links beside the gNB.
9.3
Security requirements and procedures on N3 

N3 is the reference point between the 5G-AN and UPF. It is used to carry user plane data from the UE to the UPF. 

The transport of user data over N3 shall be integrity, confidentiality and replay-protected.
In order to protect the traffic on the N3 reference point, it is required to implement IPsec ESP and IKEv2 certificate-based authentication as specified in sub-clause 9.1.2 of the present document with confidentiality, integrity and replay protection. IPsec is mandatory to implement on the gNB. On the core network side, a SEG may be used to terminate the IPsec tunnel.
NOTE: 
The use of cryptographic solutions to protect N3 is an operator's decision. In case the gNB has been placed in a physically secured environment then the 'secure environment' includes other nodes and links beside the gNB.
QoS related aspects are further described in sub-clause 9.1.2 of the present document.

Annex C: extract from Annex C of TS 23.060 
Annex C (informative):
Link MTU considerations

According to clause 9.3 networks can provide link MTU size for MSs. A purpose of the link MTU size provisioning is to limit the size of the packets sent by the MS to avoid packet fragmentation in the backbone network between the MS and the GGSN/PGW (and/or across the (S)Gi reference point) when some of the backbone links does not support packets larger then 1500 octets. Fragmentation within the backbone network creates a significant overhead. Therefore, operators might desire to avoid it. This Annex presents an overhead calculation that can be used by operators to set the link MTU size provided by the network. A MS may not employ the provided link MTU size, e.g. when the MT and TE are separated, as discussed in clause 9.3. Therefore, providing an MTU size does not guarantee that there will be no packets larger than the provided value. However if MSs follow the provided link MTU value operators will benefit from reduced transmission overhead within backbone networks.

One of the worst case scenarios is when GTP packets, e.g., between a RAN node and the core network, are transferred over IPSec tunnel in an IPv6 deployment. In that case the user packet first encapsulated in a GTP tunnel which results the following overhead:

-
IPv6 header, which is 40 octets;

-
UDP overhead, which is 8 octets;

-
Extended GTP-U header, which is 16 octets.

NOTE:
The sending of SCI in the GTP-U header will increase the GTP-U header size (see TS 29.281 [120]).

In this scenario the GTP packet then further encapsulated to an IPSec tunnel. The actual IPSec tunnel overhead depends on the used encryption and integriry protection algorithms. TS 33.210 [114] mandates the support of AES-CBC with a key length of 128 bits and the use of HMAC_SHA-1 for integrity protection. Therefore the overhead with those algorithms is calculated in this Annex:

-
IPv6 header, which is 40 octets;

-
IPSec Security Parameter Index and Sequence Number overhead, which is 4+4 octets;

-
Initialization Vector for the encryption algorithm, which is 16 octets;

-
Padding to make the size of the encrypted payload a multiple of 16;

-
Padding Length and Next Header octets (2 octets);

-
Integrity Check Value, which is 12 octets.

In order to make the user packet size as large as possible a padding of 0 octet is assumed. With this zero padding assumption the total overhead is 144 octets, which results a maximum user packet size of 1358 octets. Note that this user packet size will result in a 1424 octets payload length to be ciphered, which is a multiple of 16, thus the assumption that no padding is needed is correct (see Figure C.1).
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Figure C.1: Overhead for MTU calculation

The link MTU value that can prevent fragementation in the backbone network between the MS and GGSN/PGW depends on the actual deployement. Based on the above calculation a link MTU value of 1358 is small enough in most of the network deployements.

Note that using a link MTU value smaller than necessary would decrease the efficiency in the network. Moreover a UE may also apply some tunnelling (e.g., DSMIPv6 or VPN). and it is desired to use a link MTU size that assures at least 1280 octets, which is the minimum MTU size in case of IPv6, within the UE tunnel to avoid the fragmentation of the user packets within the tunnel applied in the UE.

Another aspect of the dynamic link MTU provisioning is that in the future when all network links support larger packet sizes than 1500 octets, operators can send a value larger than 1500 octets as a link MTU size to MSs. This option is useful for operators as if an MS uses large packets then it will increase the transport efficiency in the network.

The above methodology can be modified for calculation of the UE's link MTU when a PDN GW has MTU limits on the SGi reference point and is offering a "non-IP" connection between the PDN GW and the UE,

3

_1361365701.doc
[image: image1.emf]IPv6


header


UDP


header


GTP-U


header


User IP packet Init


vector


IPSec


SPI+SN


IPv6


header


IPSec


PL+NH


IPSec


ICV


40 8 16


1358


40 4+4 16


1+1 12


89*16=1424


1500


UE MTU


GTP packet


IP packet in backbone network





































































































