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1. Introduction
According to TR 38.874 [1], two IAB architecture group was proposed. For architecture group 1, it consists of architecture 1a and 1b, which leverage CU/DU split architecture. With architecture 1a as an example, the backhauling of F1-U uses an adaptation layer or GTP-U combined with an adaptation layer. The hop-by-hop forwarding across intermediate nodes also uses the adaptation layer for routing. When it comes to architecture group 2, it consists of architecture 2a, 2b and 2c. With architecture 2a as an example, the backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP while hop-by-hop forwarding across intermediate node uses PDU-session-layer routing. As a matter of fact, architecture group 1 and architecture group 2 can be regarded as L2 and L3 relay architecture respectively. In this contribution, we will go through the architecture group 1 and architecture group 2 and present the comparison of these two architecture groups.  
2. Discussion
2.1 Brief overview of IAB architecture groups
Architecture group 1 mainly target at CU/DU split scenario as shown in Figure 1. With Architecture 1a as an example, each IAB node holds a DU and an MT. MT part of downstream IAB node could establish RLC channels to DU part of upstream IAB node. IAB donor holds a DU and a CU. Each DU on an IAB node connects to the IAB donor CU using F1 interface. A new adaptation layer is added which contains routing info to enable hop-by-hop forwarding. 
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Figure 1: Reference diagram for architecture 1a (SA-mode with NGC) (from TR38.874)
On the other hand, architecture group 2 mainly target non CU/DU split scenario, or each IAB node is assumed to hold both CU and DU. Although it is claimed that architecture 2a could support the scenario that IAB node only holds DU for UE access without CU, the details are problematic considering that only RLC channel is supported on backhaul link and it is hard for the collocated UPF to maintain the PDU session and perform routing. With architecture 2a as an example, as shown in Figure 2, the IAB node holds MT, gNB and UPF. The MT part of IAB node establish NR Uu link with gNB part of parent IAB node. Meanwhile, MT part of IAB node maintains a PDU-session on backhaul with UPF collocated with the IAB node. The UPF could support the routing function to forward data between PDU sessions of adjacent links. The NG, Xn interface are carried over the forwarding plane.
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Figure 2: Reference diagram for architecture 2a (SA-mode with NGC)
2.2 IAB architecture group comparison
In this section, we make comparison of architecture group 1 and architecture group 2 based on the following metrics. The comparison is summarized in Table 1.
· Complexity of IAB node
For architecture group 1, IAB node holds a DU and an MT. For architecture group 2, IAB node holds a gNB, a MT and a UPF. 
· Complexity of donor node
For architecture group 1, donor node includes donor DU and donor CU. In addition, for architecture 1b, UPF need to be collocated on donor CU. For architecture group 2, donor node holds gNB and UPF.
· Scalability with the number of IAB nodes
For architecture group 1, donor CU is responsible for the RRC connection establishment and DRB management of all the UEs served by donor DU as well as the downstream IAB nodes. It means that the RRC connection and DRBs handling in donor CU is proportional to the number of UEs connects to all the downstream IAB node and donor DU. So donor CU may become bottleneck with more IAB nodes aggregated.
For architecture group 2, each IAB node manage the RRC connection and DRB of access UE. Donor IAB node is only responsible for the RRC connection and DRB management of directly connected UEs.
· Backhaul link
For architecture group 1, data forwarding over backhaul link between IAB nodes is based on RLC channel. For architecture group 2, data forwarding over backhaul link is based on PDU session.
· Security
For architecture group 1, data forwarding is performed below PDCP layer among the IAB nodes. SDAP and PDCP sublayer are terminated between the UE and the donor CU. In this way, end-to-end security could be provided between the UE and the donor CU. For architecture group 2, data forwarding is performed via UPF. 
For architecture group 2, SDAP/PDCP/RLC/MAC/PHY is terminated on each access link and backhaul link. And hop-by-hop security is provided on each link.
· New protocol layer
For architecture group 1, adaptation layer is introduced to implement the relaying functionality. The adaptation layer may be located above RLC or above MAC. Routing information might be contained in the adaptation layer. For architecture group 2, no new protocol layer is required.
· Impact to RLC layer
For architecture group 1, the hop-by-hop and end-to-end RLC ARQ are discussed. In addition, adaptation layer above RLC or above RLC are proposed. Both of them might require the change of legacy RLC processing. However, for architecture group 2, no RLC layer change is foreseen.
· Impact to MAC layer
For architecture group 1, the above RLC adaptation layer approach might requires the change of MAC layer. For example, the adaptation layer info might be combined with MAC layer. Moreover, the one-to-one bearer mapping requires the setup of more logical channels for each UE bearer. In this case, the MAC layer specification may be impacted. 
· Routing
For architecture group 1, the routing functionality locates in AS layer of the IAB nodes. To be specific, it locates in the newly added adaptation layer. For architecture group 2, the routing functionality locates in layer 3 (e.g. IP layer) in the IAB nodes.
· User plane overhead
For architecture group 1, less data packet header overhead (no NG-U GTP header) might be supported on each hop. For architecture group 2, NG-U GTP/UPD/IP header is included in the data packet and forwarded on each hop. So it might lead to more user plane overhead.
On the other hand, for architecture group 1, no PDCP processing on each hop, so it enables lower latency. For architecture group 2, higher latency on each hop is required for the PDCP processing.
· The termination of UE’s NG-U tunnel
For architecture group 1, UE’s NG-U tunnel is established between donor CU and NGC. For architecture group 2, UE’s NG-U tunnel is established between UE’s serving IAB node and NGC. So UE’s NG-U tunnel is terminated at donor CU node for architecture group 1 whereas UE’s NG-U tunnel is terminated at UE’s serving IAB node for architecture group 2. It means that the NG-U tunnel handling at donor CU node is proportional to the number of access UE’s attached to it as well as all the downstream IAB nodes. 
· The termination of UE’s NG-C
For architecture group 1, donor CU node is responsible for establishment and maintenance of NG-C interface and exchange the NG-C signaling with UE’s AMF. For architecture group 2, UE’s serving IAB node is responsible for establishment and maintenance of NG-C interface and exchange the NG-C signaling with UE’s AMF. So UE’s NG-C is terminated at donor CU node for architecture group 1 whereas UE’s NG-C is terminated at UE’s serving IAB node for architecture group 2. It means that the NG-C handling at donor CU node is proportional to the number of access UE’s attached to it as well as all the downstream IAB nodes. 
· CN signaling overhead due to UE mobility
For architecture group 1, no CN signaling is involved for intra-donor CU UE mobility. But for architecture group 2, NG and/or Xn signaling are involved for intra-donor node UE mobility. So architecture group 2 may have more CN signaling overhead for UE mobility.
Table 1 Comparison of layer 2 and layer 3 relay
	Metrics
	Architecture group 1
	Architecture group 2

	Complexity of IAB node
	IAB node = DU + MT
	IAB node = gNB + MT + UPF

	Complexity of donor node 
	Donor node = donor DU + donor CU + UPF(optional)
	Donor node = gNB + UPF

	Scalability with the number of IAB nodes
	Donor CU is responsible for the RRC connection and DRB management of all the UEs served by the donor DU as well as downstream IAB nodes. So donor CU may become bottleneck with more IAB nodes aggregated. 
	Each IAB node manage the RRC connection and DRB of access UE. Donor IAB node is only responsible for the RRC connection and DRB management of directly connected UEs.

	Backhaul link
	Over RLC channel
	Over PDU session

	Security
	End to end security between UE and donor CU node
	Hop by hop security in each access link and backhaul link

	New protocol layer
	Adaptation layer is introduced.
	NA

	Impact to RLC layer
	Yes
	NA

	Impact to MAC layer
	Yes (Optional)
	NA

	Routing 
	adaptation layer based routing
	IP layer based routing

	User plane overhead
	1. less data packet header overhead (no NG-U GTP header)on each hop 
2. lower latency on each hop (no PDCP processing)
	1. more data packet header overhead (NG-U GTP header) on each hop
2. higher latency on each hop (latency for PDCP processing and the transport between CU and DU)

	The termination of UE’s NG-U tunnel
	Terminated at the donor CU node
	Terminated at UE’s serving IAB node

	The termination of UE’s NG-C connection
	Terminated at the donor CU node
	Terminated at UE’s serving IAB node

	CN signaling overhead due to UE mobility
	No CN signaling for intra-donor CU node mobility
	More CN signaling overhead for intra-donor IAB node mobility 


Proposal 1: It is suggested to capture the comparison table of architecture group 1 and architecture group 2 into TR 38.874.
3. Conclusion
In this contribution, we compared the architecture group 1 and architecture group 2 and summarized a comparison table of these two architecture groups.  And we have the following observations and proposals:
Proposal 1: It is suggested to capture the comparison table of architecture group 1 and architecture group 2 into TR 38.874.
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5. Appendix
5.1 Text proposal for TR38.874
<<TP start>>
10
Comparison
Editor’s note:
This section compares the various architecture- and feature alternatives proposed in prior sections.
10.1
Key performance indicators
10.1.x Comparison of architecture group 1 and group 2

Table 10.1.x-1 summarized the comparison of architecture group 1 and architecture group 2 based on the following metrics: 1) Complexity of IAB node; 2) Complexity of donor node; 3) Scalability with the number of IAB nodes; 4) Backhaul link; 5) Security; 6) New protocol layer; 7) Impact to RLC layer; 8) Impact to MAC layer; 9) Routing; 10) User plane overhead; 11) The termination of UE’s NG-U tunnel; 12) The termination of UE’s NG-C;13) CN signaling overhead due to UE mobility.
Table 1 Comparison of layer 2 and layer 3 relay
	Metrics
	Architecture group 1
	Architecture group 2

	Complexity of IAB node
	IAB node = DU + MT
	IAB node = gNB + MT + UPF

	Complexity of donor node 
	Donor node = donor DU + donor CU + UPF(optional)
	Donor node = gNB + UPF

	Scalability with the number of IAB nodes
	Donor CU is responsible for the RRC connection and DRB management of all the UEs served by the donor DU as well as downstream IAB nodes. So donor CU may become bottleneck with more IAB nodes aggregated. 
	Each IAB node manage the RRC connection and DRB of access UE. Donor IAB node is only responsible for the RRC connection and DRB management of directly connected UEs.

	Backhaul link
	Over RLC channel
	Over PDU session

	Security
	End to end security between UE and donor CU node
	Hop by hop security in each access link and backhaul link

	New protocol layer
	Adaptation layer is introduced.
	NA

	Impact to RLC layer
	Yes
	NA

	Impact to MAC layer
	Yes (Optional)
	NA

	Routing 
	adaptation layer based routing
	IP layer based routing

	User plane overhead
	1. less data packet header overhead (no NG-U GTP header)on each hop 
2. lower latency on each hop (no PDCP processing)
	1. more data packet header overhead (NG-U GTP header) on each hop
2. higher latency on each hop (latency for PDCP processing and the transport between CU and DU)

	The termination of UE’s NG-U tunnel
	Terminated at the donor CU node
	Terminated at UE’s serving IAB node

	The termination of UE’s NG-C connection
	Terminated at the donor CU node
	Terminated at UE’s serving IAB node

	CN signaling overhead due to UE mobility
	No CN signaling for intra-donor CU node mobility
	More CN signaling overhead for intra-donor IAB node mobility 


<<TP end>>
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