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1. Introduction
At the RAN3 Ad-Hoc of 1807, CRs were agreed for the basic functionality of coexistence between RRC inactive and dual connectivity, which enable to keep the SDAP/PDCP network resource configuration on both MN and SN for UEs in RRC_INACTIVE, while removing Lower Layer resources.
The solution also introduced (in)activity reporting from the secondary RAN node to the master, which is required in some scenarios both for triggering the transition to inactive and the transition to connected. However, no control of this reporting was included.
In this contribution, we will discuss the topic of reporting control and provide a stage 3 text proposal. This contribution is a resubmission of [4], with some changes partly based on feedback at RAN3#101bis. In particular, the existing reporting procedure is now proposed to remain the same (no change of structure).
2. Discussion of reporting control for (in)activity over Xn
At the RAN3 Ad-Hoc of 1807, CRs were agreed for the basic functionality of coexistence between RRC inactive and dual connectivity, which enable to keep the SDAP/PDCP network resource configuration on both MN and SN for UEs in RRC_INACTIVE, while removing Lower Layer resources [1,2].
The solution also introduced (in)activity reporting from the secondary RAN node to the master, which is required in some scenarios both for triggering the transition to inactive and the transition to connected. However, no control of this reporting was included. The reporting can currently happen at three levels (UE, PDU Session or QoS flow), where in theory any combination of the three (even none) can be sent in a single message.

In this regard, it should be first mentioned that this signalling can be used for other functions e.g. bearer management in dual connectivity. For the inactive case the UE level reporting may be sufficient, but in other use cases, it is useful to provide reporting of specific PDU sessions or even QoS flows. The secondary node is however not necessarily aware of whether reporting is required by the master, and, if so, which is the granularity required by the application in the master. Also, the required granularity may change depending on the UE configuration including bearer types.
Observation 1: The secondary node is not aware of whether the master requires any inactivity reporting for a specific UE.

Observation 2: In addition, the secondary node is not aware of the the granularity required by the master, and this may not be static, or the same for all UEs.

A second point is that inactivity reporting control was also agreed for E1 [3]. Here the level must be chosen as one of [DRB, PDU Session or UE Session]. It seems inconsistent if there is reporting control over E1 and not over Xn, i.e. it is not clear why we should fully rely on OAM between RAN nodes and not between CU-CP and CU-UP. 
Observation 3: It seems logical to have both Xn and E1 control of inactivity reporting.
If control of inactivity reporting is introduced on a per-UE basis, the next step is to decide whether the granularity control also needs to be introduced or aligned. Comparing the granularity options offered, we see the following:
Xn: Any combination of UE, PDU Session or QoS Flow level

E1: Choice between UE, PDU Session, or DRB level (one level only per UE)
It should be noted that in case of a split CU (into CU-CP and CU-UP), it seems not possible today for the associated gNB to report inactivity at QoS flow level to neighbour gNBs (unless the PDU Session, or a DRB, contains a single flow). One solution would be to make Xn QoS Flow level reporting optional (i.e. the secondary reports what it can), while another would be to include such reporting in E1.

Observation 4: There is an inconsistency between Xn and E1 in that QoS Flow level reporting is not available in E1. 

Regarding the granularity control, in the previous document [1] it was proposed to align Xn with E1 in terms of levels; however as noted above this is not strictly possible. Also, during the discussion at the last meeting, there seemed to be a preference to simplify the processing at the reporting node, by maintaining the signalling as defined, as opposed to changing it to a choice.
One possible way to reconcile all of the above is to introduce a requesting procedure, with a desired minimum granularity, but allow the reporting node to report this or other granularity depending on node’s capabilities. So, this would also cover the case of a simple implementation that would always report at some defined level, but at least enable the requesting node to start / stop reporting.
Therefore,
Proposal 1: The MN should be able to request reports including minimum desired granularity.
A stage 3 text proposal is provided in the Annex, following the above discussion.
Proposal 2: Agree the TP for TS 38.423 in the Annex.
3. Conclusions

Observation 1: The secondary node is not aware of whether the master requires any inactivity reporting for a specific UE.

Observation 2: In addition, the secondary node is not aware of the granularity required by the master, and this may not be static, or the same for all UEs.

Observation 3: It seems logical to have both Xn and E1 control of inactivity reporting.

Observation 4: There is an inconsistency between Xn and E1 in that QoS Flow level reporting is not available in E1. 

Proposal 1: The MN should be able to request reports including minimum desired granularity.

Proposal 2: Agree the TP for TS 38.423 in the Annex.
4. References

[1] R3-184332, “(TP for NR BL CR for TS 37.340) Support of MR_DC with RRC_INACTIVE”, Qualcomm Incorporated, RAN3 AH1807, July 2018. 
[2] R3-184334, “[TP for TS 38.423] Introducing support of coexistence between RRC inactive and dual connectivity”, Ericsson, RAN3 AH1807, July 2018.

[3] R3-184370, “(TP for TS 38.463) PDU session level inactivity notification”, Nokia et al, RAN3 AH1807, July 2018.

[4] R3-184704, “TP for NR BL CR for TS 38.423) Activity Notification Control over Xn (Qualcomm Incorporated), Qualcomm Incorporated, RAN3#101, August 2018.
Annex: Text Proposal for TS 38.423
8.3.11
Activity Notification

8.3.11.1
General

The purpose of the Activity Notification procedure is to allow an NG-RAN node to send notification to another NG-RAN node concerning user data traffic activity for the UE or of already established QoS flows or PDU sessions. The procedure uses UE-associated signalling.

8.3.11.2
Successful Operation
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Figure 8.3.11.2-1: Activity Notification
NG-RAN node1 initiates the procedure by sending the ACTIVITY NOTIFICATION message to NG-RAN node2. 

The ACTIVITY NOTIFICATION message may contain one or more of the below:
-
notification for UE context level user plane activity in the UE Context level user plane activity report IE.

-
notification of user plane activity for the already established PDU sessions within the PDU Session Resource Activity Notify List IE.
-
notification of user plane activity for the already established QoS flows within the PDU Session Resource Activity Notify List IE.

8.3.11.3
Abnormal Conditions

Void.

8.3.11
Activity Notification Request
8.3.X.1
General

The purpose of the Activity Notification Request procedure is to allow an NG-RAN node to request another NG-RAN node to send Activity notifications concerning user data traffic activity for a UE, or to request the cancellation or modification of ongoing notifications. The procedure uses UE-associated signalling.

8.3.X.2
Successful Operation
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Figure 8.3.X.2-1: Activity Notification Request
The NG-RAN node1 initiates the procedure by sending an ACTIVITY NOTIFICATION REQUEST message to NG-RAN node2. If supported, the NG-RAN node2 stores the contents of the Desired Activity Notification Level IE, replacing any corresponding previously received information from NG-RAN node1. 
Interaction with the Activity Notification procedure

Upon receiving an ACTIVATION NOTIFICATION REQUEST message, the NG-RAN node2 shall, if supported, be prepared to trigger subsequent Activation Notification procedures, taking into account the information received in the Desired Activity Notification Level IE.
8.3.X.3
Abnormal Conditions

Not applicable.

9.1.2.22
ACTIVITY NOTIFICATION

This message is sent by a NG-RAN node to send notification to another NG-RAN node for one or several QoS flows or PDU sessions already established for a given UE.
Direction: NG-RAN node ( NG-RAN node
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	ignore

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID 9.2.3.16
	Allocated at the M-NG-RAN node
	YES
	ignore

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the S-NG-RAN node
	YES
	ignore

	UE Context level user plane activity report
	O
	
	User plane traffic activity report
9.2.3.59
	
	YES
	ignore

	PDU Session Resource Activity Notify List
	
	0..1
	
	
	YES
	ignore

	>PDU Session Resource Activity Notify List
	
	1..<maxnoofPDUSessions>
	
	
	–
	

	>>PDU Session ID
	M
	
	9.2.2.31
	
	–
	

	>>PDU Session level user plane activity report
	O
	
	User plane traffic activity report
9.2.3.59
	
	–
	

	>>QoS Flows Activity Notify List
	
	0..<maxnoofQoSflows>
	
	
	–
	

	>>>QoS Flow Indicator
	M
	
	9.2.3.10
	
	–
	

	>>> User plane traffic activity report
	M
	
	9.2.3.59
	
	–
	


	Range bound
	Explanation

	maxnoofPDUSessions
	Maximum no. of PDU sessions. Value is 256

	maxnoofQoSFlows
	Maximum no. of QoS flows allowed within one PDU session. Value is 64.


9.1.2.X
ACTIVITY NOTIFICATION REQUEST
This message is sent by a NG-RAN node to request another NG-RAN node to send activity notifications for a given UE, or to stop ongoing notifications.
Direction: NG-RAN node ( NG-RAN node
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.2.21
	
	YES
	ignore

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID 9.2.2.33
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.2.33
	Allocated at the S-NG-RAN node
	YES
	reject

	Desired Activity Notification Level
	M
	
	ENUMERATED (None, QoS Flow, PDU session, UE, …)
	
	YES
	reject


9.2.3.59
User plane traffic activity report

This IE is used to indicate user plane traffic activity.
NOTE: This IE may need to be refined.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	User plane traffic activity report
	M
	
	ENUMERATED (inactive, re-activated, …)
	"re-activated" shall be only set after "inactive" has been reported for the concerned reporting object


_1577171596.vsd
NG-RAN node1


NG-RAN node2


ACTIVITY NOTIFICATION



_1599049721.vsd
NG-RAN node1


NG-RAN node2


ACTIVITY NOTIFICATION REQUEST



