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1.  Introduction

	[bookmark: _Toc525213669]9.7.7	Goals of Topological Redundancy
Topological redundancy has the goal to enable robust operation, e.g., in case of backhaul link blockage, and to balance load across backhaul links. Establishment and management of topological redundancy is part of topology adaptation. 



Multi-connectivity or topological redundancy has been defined in TR 38.974 [1], to 1) enable robust operation (reliability) in the case of backhaul link blockage/failure, and 2) provide load balancing. In this contribution, we study high-level solutions on how to use multi-connectivity in realizing these two goals. 



2. Discussion
2.1 Multi-connectivity for Handling Backhaul Link Failure

Multi-connectivity provides routing path redundancy when BH RLF occurs, so that UE traffics won’t be interrupted. In the three scenarios of BH RLF, described in TR-38.874 [1], only Scenario 1 can prevent service interruption (i.e., packet drops or prolonged latency) to UEs by instant link switching. Both Scenario 2 and 3 need the establishment of new links; the “hard” topology adaption results in packet drops or prolonged latency to UEs, depending on the E2E ARQ mechanism. We use the terminology of hard topology adaption in the rest of the paper, indicating the topology adaption for recovering from a partially disconnected IAB networks.

	Scenario 1
In this scenario (depicted in Figure 9.7.10-1), the backhaul-link failure occurs between an upstream IAB-node (e.g., IAB-node C) and one of its parent IAB-nodes (e.g. IAB-node B), where the upstream IAB-node (IAB-node C) has an additional link established to another parent node (IAB-node E). 


Figure 9.7.10-1: Example of backhaul-link failure scenario 1 (TR 38.874 [1])

Scenario 2
In this scenario (depicted in Figure 9.7.10-2), the backhaul-link failure occurs between an upstream IAB-node (e.g. IAB-node C) and all its parent IAB-nodes (e.g. IAB-nodes B and E). The upstream IAB-node (IAB-node C) has to reconnect to a new parent node (e.g. IAB-node F), and the connection between IAB-node F and IAB-node C is newly established). 


Figure 9.7.10-2: Example backhaul-link failure scenario 2 (TR 38.874 [1])

Scenario 3
In this scenario (depicted in Figure 9.7.10-3), the backhaul-link failure occurs between IAB-node C and IAB-node D. IAB-node D has to reconnect to the new IAB-donor (e.g. IAB-donor A2) via a new route. 


Figure 9.7.10-3: Example backhaul-link failure scenario 3 (TR 38.874 [1])





[image: figure 1]
Figure 1a: A typical scenario with dual connectivity

Figure 1a shows a typical IAB use case where multiple IAB nodes are deployed, e.g., on street lights, every IAB node has at least two parents, so that a single backhaul link failure won’t introduce any hard topology adaption. For example, if link A is blocked, DU9 can route through DU7 instead of DU8, via link B.

[image: figure 1.b]
Figure 1b: A scenario with more topological redundancy

Figure 1b further shows a scenario where more redundancy is provided, where DU9 has three parents. In this case, if any two links, e.g., A and B are both blocked, DU9 can route through DU6 instead of DU8 and DU7, via link C.

Both Figure 1a and 1b requires DAG topology, and routing decision at any IAB node will be depending on the condition of current link status. As backhaul link failure or blockage can occur frequently and swiftly in IAB, only the relays with satisfied link quality will be used.
Observation 1: Use of multi-connectivity can prevent service interruptions or latency, as introduced by BH RLF. 
Proposal 1: For maintaining IAB topology redundancy, every IAB nodes shall have at least two parents if possible, in order to reduce the risk of hard topology adaption.
Proposal 2: Current link status of next-hop relays can be a condition in the routing decision under multi-connectivity.

2.2 Multi-connectivity for Load Balancing 

Load balancing is required to distribute UE traffics across IAB networks and prevent any traffic congestions. Figure 2 shows a typical scenario where multi-connectivity can be used to provide load balancing.
[image: 4]Figure 2: A typical scenario of load balancing in multi-connectivity

In Figure 2, DU4 is overloaded, i.e., with an overflow of UL buffer, DU10 shall instantly route packets to DU3, and prevent sending any new packets to DU4 until the congestion is relieved. Similar mechanisms can be applied to DL as well. As congestions or overloading can occur frequently and swiftly in IAB, only relays with satisfied buffer load will be used.
Observation 2: Use of multi-connectivity can prevent overloading certain part of the network and therefore prevent both UL and DL congestions.
Proposal 3: Current buffer load of next-hop relays can be a condition in the routing decision under multi-connectivity.






2.3 Topological Redundancy Management 

[image: figure 3]
Figure 3: A typical scenario of an IAB node failure

Figure 3 shows a typical scenario where an IAB node DU4 is subject to permanent failure and leaves the network. Under the original topology, DU3 and DU10 only have one parent, which introduces a risk of hard topology adaption if a further blockage of link A or link B occurs. In this case, a soft topology adaption is performed by the CU to set up new links C and D which can recover the dual-connectivity of DU3 and DU10. We use the terminology of soft topology adaption in the rest of the paper, indicating the topology adaption for improving topological redundancy of a connected IAB network.

      
Proposal 4: Soft topology adaption shall be performed to maintain topological redundancy, when 1) a new IAB node is joining the network; 2) an IAB node is leaving the network; 3) a BH RLF occurs over certain period of time and dual connectivity is affected at any IAB node.

Proposal 5: Both hard and soft topology adaptions can be performed centralized by the donor.


2.4 Distributed Routing under Multi-connectivity

Since BH RLFs and congestions can occur very frequently and swiftly in IAB networks, distributed routing shall be supported under multi-connectivity (topological redundancy) in order to have a fast response to the RLFs and congestions. This corresponds to the long term topology adaption and short-term routing selection as proposed in [2]. 
[image: figure 4]
Figure 4: A typical scenario of distributed routing decision


For example, DU9 has three potential next relays in UL - parents, DU8, DU6, and DU7. If all the three relays have satisfied link quality and buffer load, DU6 shall be selected as the next hop relay since it is having closest distance to the destination CU. However, if link C is temporarily blocked or DU7 is overloaded, DU8 shall be selected instead. 

We hereby define a metric of cost of delivery, between any two IAB nodes, which indicate the average cost of sending a packet between the two IAB nodes under the current topology. The next-hop relay shall be selected with the least cost of delivery to the destination node, under the conditions of satisfied link quality and buffer load. In Figure 4, the cost of delivery can either be the average hops between the two IAB nodes, or the actual distance between the two IAB nodes.

[bookmark: _GoBack]In [3], routing methods based on both destination ID and forwarding path were presented, and only destination ID based routing can be applied to the swift distributed routing under topological redundancy. The cost of delivery can be either calculated by the CU in a routing table, or it can be calculated at every IAB nodes by particular node ID assignment (e.g., at adaption layer) from the CU. If the cost of delivery is obtained by a routing table, the CU shall send updated routing table to every IAB nodes in topology adaptions; if it is obtained by node ID calculation, the CU shall update related IAB node IDs in topology adaptions.


Proposal 6: Distributed routing shall be supported under multi-connectivity, where the next-hop relay can be selected with the least cost of delivery to the destination, under satisfied conditions of link quality and buffer load thresholds.
Proposal 7: Between any two IAB nodes, a cost of delivery shall be provided based on the current topology, which can be obtained from either a routing table or node ID calculation. The cost of delivery of IAB networks can be updated by the donor under topology adaptions.





3 Conclusion

In this contribution, we have defined hard and soft topology adaptions in IAB networks, and the cost of delivery metric for distributed routing. The following observations and proposals are further provided.

Definition 1: A hard topology adaption sets up new links to recover a partially disconnected IAB network.

Definition 2: A soft topology adaption sets up new links to improve topological redundancy of a connected IAB network.

Definition 3: The cost of delivery between any two IAB nodes indicates a long-term average cost of sending a packet between the two IAB nodes under current IAB network topology.

Observation 1: Use of multi-connectivity can prevent service interruptions or latency, as introduced by BH RLF. 
Observation 2: Use of multi-connectivity can prevent overloading certain part of the network, and therefore prevent both UL and DL congestions.
Proposal 1: For maintaining IAB topology redundancy, every IAB nodes shall have at least two parents if possible, in order to reduce the risk of hard topology adaption.
Proposal 2: Current link status of next-hop relays can be a condition in the routing decision under multi-connectivity.
Proposal 3: Current buffer load of next-hop relays can be a condition in the routing decision under multi-connectivity.
Proposal 4: Soft topology adaption shall be performed to maintain topological redundancy, when 1) a new IAB node is joining the network; 2) an IAB node is leaving the network; 3) a BH RLF occurs over certain period of time and dual connectivity is affected at any IAB node.
Proposal 5: Both hard and soft topology adaptions can be performed centralized by the donor.
Proposal 6: Distributed routing shall be supported under multi-connectivity, where the next-hop relay can be selected with the least cost of delivery to the destination, under satisfied conditions of link quality and buffer load thresholds.
Proposal 7: Between any two IAB nodes, a cost of delivery shall be provided based on the current topology, which can be obtained from either a routing table or node ID calculation. The cost of delivery of IAB networks can be updated by the donor under topology adaptions.
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