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	1. Opening of the meeting (Monday 9:00)

	2. Reminder 

	2.1. IPR declaration

	I draw your attention to your obligations under the 3GPP Partner Organizations’ IPR policies. Every Individual Member organization is obliged to declare to the Partner Organization or Organizations of which it is a member any IPR owned by the Individual Member or any other organization which is or is likely to become essential to the work of 3GPP.
Delegates are asked to take note that they are thereby invited: 
· to investigate whether their organization or any other organization owns IPRs which were, or were likely to become Essential in respect of the work of 3GPP.
· to notify their respective Organizational Partners of all potential IPRs, e.g., for ETSI, by means of the IPR Information Statement and the Licensing declaration forms (http://www.3gpp.org/Call-for-IPR-Meetings).
Reference: http://www.3gpp.org/3gpp-calendar/89-call-for-ipr-meetings

	2.2. Statement of antitrust compliance

	I also draw your attention to the fact that 3GPP activities are subject to all applicable antitrust and competition laws and that compliance with said laws is therefore required of any participant of this TSG/WG meeting including the Chairman and Vice Chairman. In case of question I recommend that you contact your legal counsel.
The leadership shall conduct the present meeting with impartiality and in the interests of 3GPP.
Furthermore, I would like to remind you that timely submission of work items in advance of TSG/WG meetings is important to allow for full and fair consideration of such matters.
Reference: http://www.3gpp.org/about-3gpp/legal-matters/21-3gpp-calendar/1616-statement-of-antitrust-compliance

	2.3. Responsible IT behavior

	We must all share meeting IT resources with one another. Using bandwidth-hogging applications for personal use during the meeting is essentially an abuse of the system.
Delegates should restrict their IT usage to things which are essential for the meeting.
Delegates must respect the law of the hosting country, and should not visit prohibited Internet sites.
In case of persistent abuse of the internet bandwidth, MCC may restrict an individual’s use of the service.
The PCG has laid down the following network usage conditions:
1. Users shall not use the network to engage in illegal activities. This includes activities such as copyright violation, hacking, espionage or any other activity that may be prohibited by local laws.
2. Users shall not engage in non-work related activities that consume excessive bandwidth or cause significant network performance degradation.
Network is a shared resource: users should exercise some basic etiquette when using the 3GPP network at a meeting. It is understood that high bandwidth applications such as downloading large files or video streaming might be required for business purposes. Delegates are strongly discouraged from engaging in these activities for personal use, since this essentially wastes bandwidth needed by everyone for an effective meeting. E-mail and attachments already take up significant bandwidth (certain e-mail programs are not very bandwidth-efficient).
1. DON’T place your WiFi device in ad-hoc mode;
2. DON’T set up a personal hotspot in the meeting room;
3. DO try 802.11a if your device supports it;
4. DON’T manually allocate an IP address;
5. DON’T be a bandwidth hog by streaming video, playing online games, or downloading huge files;
6. DON’T use packet probing software (e.g., packet sniffers or port scanners) which clogs the local network.
Reference:  http://www.3gpp.org/Delegates-Corner#outil_sommaire_14

	2.4. Additional reminders

	1. All agreed CRs must be provided during the meeting week, that is, BEFORE the end of the meeting. In order to continue with the principle of “agreed unseen” CRs, please ensure that all CRs are uploaded in time.
2. Prefer face-to-face offline discussion to e-mail discussion.
3. Come-Backs (CB), server, reflector and e-mail discussions: 
When a CB is set up, e.g.:  
CB # 1_Name
-  topics of the offline discussion
(Company Owner)
Rev in R3-xxxxxx
a. Create a folder in “Inbox/Drafts/1_Name” with the assigned CB number (1) and name;
b. Upload all drafts, corrections, revisions, etc. in the same folder “Inbox/Drafts/1_Name”;
c. Avoid sending drafts via e-mail or on the reflector!
d. When sending e-mails, do not attach any document, and please minimize e-mail discussion (e.g. it is enough to announce start of discussion, availability of drafts on server, support for a document, discussion conclusion).
4. To discourage the submission of discussion papers together with pCRs, if there are discussion papers and pCRs from the same company on the same topic, only the pCRs will be treated.
5. AIs 10.11, 10.12, and 23.5 are only for Rapporteurs to provide baselines and fixes. Only contributions from the appropriate Rapporteurs will be treated.
6. Papers submitted to the wrong AI will not be treated.
7. When subsections are available, please do not submit papers to the “top level” AI. If you think none of the available subsections fits your contribution, then it should go to the “Others” subsection. Any papers submitted to the “top level” AIs will not be treated.
Some suggestions for better RAN3 meetings can also be found here.

	3. Approval of the Agenda

	4. Approval of the minutes from previous meetings

	5. Documents for immediate consideration

	6. Organizational topics

	7. General, protocol principles and issues
Reminder: Work Plan and Working Procedures - RAN WG3 TR 30.531
Include within each IE defined as a CHOICE type a choice extension tag with the type reference ProtocolIE-Single-Container, to allow one ore more CHOICE extensions and to enable nodes that have not implemented a choice extension to provide feedback on the not understood extension by means of the assigned IE-Id. This shall be implemented in all RAN3 38-series APs; Remove “…” from all CHOICEs. Rapporteurs to handle these changes.

	8. Incoming LSs


	8.1. New Incoming LSs

	8.2. LSin received during the meeting

	8.3. Left over LSs / pending actions
Given the high number of bands foreseen for NR, we should find the most appropriate way to manage band information in Iuant (e.g. importing info from RAN4 into TS 25.466 seems inefficient)
LS sent to RAN4 (R3-185103) asking them to wait for our progress

	9. Corrections to Rel-15 or earlier releases
NR corrections should be submitted to AI 31.3.x

	9.1. 3G

	9.2. LTE

	10. NR Radio Access Technology (RAN1-led) WI 
WID [NR_newRAT-Core]: RP-181726 (target: RAN #82) [TU: 7 (7 7)]

	If a topic has a dedicated Agenda Item (AI), provide Stage 2 and Stage 3 in that AI!

	10.5. Radio Access Network connected to 5G-CN 
NR connected to 5G-CN (Option 2)
Functionalities for a Radio Access Network connected to 5G-CN, supporting NR access and E-UTRA (Option 2 and Option 5)

	10.5.6. Data Forwarding (both intra- and inter-system)
We can consider 2 types of forwarding data for DL:
WA (for Xn HO):
A) PDCP PDUs (with SN assigned but not acked by UE)
→ per-DRB-level tunneling
B) “fresh data” from NG-U
→ per-PDU-session forwarding
C) PDCP SDUs without SN
→ FFS
Inter-System Mobility:
The source NG-RAN node proposes data forwarding; the target node confirms
Tunnel granularity between gNB and UPF is per-PDU-session-tunnel
Inter-system data forwarding is unlikely to be lossless
Adopt per E-RAB granularity of data forwarding for inter system handover from 5GS to EPS
5GS->EPS:
For inter-system HO 5GS->EPS, the list of QoS flows subject to data forwarding may be needed in HO COMMAND message; to be continued…
EPS->5GS:
Solution 2: Source eNB sends a list of E-RABs proposed to be forwarded in source eNB to target eNB container or source NG-RAN to target NG-RAN container. Target gNB knows the mapping between E-RABs and QoS flows via Handover Request message.
Solution 3: Source eNB is made aware of the E-RAB to QoS flows mapping. Based on that knowledge, the source eNB sends a list of QoS flows proposed to be forwarded in source NG-RAN to target NG-RAN container. 
Direct data forwarding principles: align NG and Xn HO
Indirect data forwarding for NG HO: additional case (exception)?
Continue the comparison between solution 2 and solution 3 – For further discussion and down-selection of a single solution:
I) Both per-DRB proposal and per-QoS-flow proposal (per-DRB for DRB tunnels and per-QoS flow for PDU session tunnel)
Ibis) Both per-DRB proposal and per-PDU-session proposal (per-DRB for DRB tunnels and per-PDU-session for PDU session tunnel)
II) Only indicate per-QoS-flow proposal (for DRB tunnels and for PDU session tunnel) – seems to require signaling of DRB IDs
III) If per-DRB is proposed by source, source expects lossless forwarding to happen; if per-QoS is indicated, then this refers to forwarding of fresh data; if no per-QoS is indicated, doesn’t make sense
To be continued…
For DRB tunnel forwarding, only PDCP SDUs are sent, no QFI in GTP-U extention header
I) Data forwarding tunnels:
For Case 1, i.e. intra-system handove:r
No questions to address (views are aligned)
For Case 2, i.e. inter-system handover (5G => 4G):
Should tunnel from Src-RAN to UPF be per PDU session (i.e. keep status quo) or per E-RAB (i.e. allows E2E E-RAB forwarding tunnel)?
For Case 3, i.e. inter-system handover (4G => 5G):
Should tunnel from UPF to Tgt-RAN be per PDU session (i.e. keep status quo) or per E-RAB (i.e. allows E2E E-RAB forwarding tunnel)?
NOTE: For both solutions, UPF needs to add NG-U header
II) End marker handling (for data forwarding tunnels)
For data forwarding over PDU session tunnels, should end marker packets be sent per tunnel or per QoS flow?
To be continued…

	10.5.6.1. Common Aspects
Data forwarding, end markers
When UPF decides to switch paths, it generates end marker packets
All end markers arrive at the same time at source node
-> From the UPF to the source NG-RAN node, we have end markers per-PDU session
Make-before-break can be set aside for now
Delay is not a relevant criteria for intra-system data forwarding selection in Rel-15
Per-QoS-flow end marker is not needed for intra-system
Previous summary of offline disc.: R3-185159 (noted)
- Option 1: PDU Session tunnel between UPF and NG-RAN (compatible current SA2)
- Option 1bis: PDU Session tunnel between UPF and NG-RAN (compatible current SA2) 
Nokia interpretation of Samsung Option 1 (solution 2): UPF can operate either on per flow tagging (mode a) or per E-RAB tagging (mode b) depending if it has the DL TFT.
- Option 2: PDU Session tunnel between UPF and NG-RAN (compatible current SA2) 
Possible compromise proposed by Samsung, CATT during offline
- Option 2bis: PDU Session tunnel between UPF and NG-RAN (compatible current SA2) 
Possible Simplification of option 1 (solution 2) proposed by Nokia on monday: UPF always operates in solution 2 mode b (at least in release 15). It is claimed (by further check needed) that this leads to same specification impact i.e. option 2 and option 2bis are equivalent from our 3GPP specification perspective.
- Option 3: Nokia/Ericsson interpretation/proposal of end to end E-RAB tunnels (needs SA2 update)
To be continued on the basis of these options…

	10.5.6.2. NG-Based Handover Aspects
Both intra- and inter-system
4G->5G: Basis for further discussion:
The inter-System data forwarding from EPS to 5GS follows the following key principles:
- Only indirect data forwarding is supported.
- The target NG-RAN node receives in the Handover Request message the mapping of the QoS flow and E-RAB ID for those PDU sessions and QoS flows to be established.
- The target NG-RAN node assign forwarding TEID/TNL address(es) for the PDU session(s) for which it accepts data forwarding.
- The source eNB receives in the Handover Command message the TEID/TNL address(es) for the E-RAB(s) which the target NG-RAN node has accepted the data forwarding.
- For each E-RAB accepted for data forwarding, the source eNB forwards data to the SGW in the corresponding per E-RAB tunnel and the SGW forwards the received data to the UPF in the per E-RAB tunnel. Then UPF compose the data packet in 5GS system and maps the data received from per E-RAB tunnel to the tunnel corresponding to the mapped PDU session tunnel(s).
Sol2 is selected
i.e. In this case we abandon “source adapts to target” principle in order to have the same solution for 5G->4G as for 4G->5G

	10.5.6.3. Xn-Based Handover Aspects

	10.5.6.4. Dual Connectivity Related Aspects
Options 7/4 are part of “late NR drop” according to RAN #79 decision; however, data forwarding aspects related to DC were mentioned at RAN3 #99bis – further discussion is not precluded
For change of PDCP location, source provides list of QoS flows to be offloaded and (may) provide mapping info to target; target takes offloading decision; source can be MN or SN (to be refined in St3)
We need to further look at semantics of IEs where RRC containers are included…

	10.5.6.5. Others

	10.8. Dual Connectivity Options

	10.8.1. NR-NR Dual Connectivity Issues
Part of “late NR drop” according to RAN #79 decision
Any specific issues not covered by Opts. 7 and/or 4?

	10.8.2. E-UTRA-NR DC via 5G-CN where the E-UTRA is the master 
Option 7/7a/7x – part of “late NR drop” according to RAN #79 decision
Harmonize with Option 3/3a/3x…
TEID is signaled at DRB level, not at PDU level; To be continued…

	10.8.2.1. General
Including harmonization aspects between EN-DC and NGEN-DC
Maintain the use of the DC timers (e.g. TDCprep, TDCoverall) in NR
“BBF optimization” is not supported in NR
We go for “bearer harmonization” in XnAP similarly to what we did for X2AP
LCID info needs to be provided over X2

	10.8.2.2. Stage 2

	10.8.2.3. Control of Various NGEN-DC DRB Options
Protocol should support both DRB level and Flow level offloading for MR-DC
1) MN sends a DRB ID list in SN add req/mod. Typically, the MN should assign a sufficiently large DRB ID list (i.e. usable for the lifetime of the UE context)
2a) For MN-terminated bearers, no problem;
2b) For SN-terminated bearers, SN allocates DRB ID(s) from the list provided
We should not fail the procedure because of a failure to allocate DRB ID(s) at the SN
To be continued…
Which call flow(s) to capture in St2? To be continued…

	10.8.2.4. Control of NGEN-DC SRB Options

	10.8.2.5. Change between NGEN-DC DRB Options (Bearer Type Change)

	10.8.2.6. Void

	10.8.2.7. UE AMBR
Support session AMBR over Xn for MR-DC@5GC
Keep track of the corresponding issues in EN-DC (e.g. UL AMBR) – to be continued…

	10.8.3. Void

	10.8.4. NR-E-UTRA DC via 5G-CN where the NR is the master
Option 4/4A in TR 38.801 section 10.1.3 – part of “late NR drop” according to RAN #79 decision

	10.8.4.1. General
UE context release to S-node: to be continued…

	10.8.4.2. Stage 2

	10.8.4.3. Control of Various DRB Options
Protocol should support both DRB level and Flow level offloading for MR-DC

	10.8.4.4. Control of SRB Options

	10.8.4.5. Change between DRB Options (Bearer Type Change)

	10.8.4.6. Void

	10.8.4.7. UE AMBR
Support session AMBR over Xn for MR-DC@5GC

	10.8.5. NR-LTE Resource Coordination Aspects
Outstanding issues on NR coordination allocation over Xn…
Updates to XnAP list of functions…
Corrections to resource coordination…
UE-level resource coordination for MR-DC connected to 5GC: to be continued on the basis of R3-185281 (noted)…

	10.8.6. Others

	12. eNB(s) Architecture Evolution for E-UTRAN and NG-RAN WI
 WID [LTE_NR_arch_evo-Core]: RP-181375 (target: RAN #86) [TU: 0.5 (0.5 0.5 0.5 0.5 1 1 1 1)]

	12.1. General Principles, Functions, and Procedures for CU-DU Interface
Including Stage 2 issues
Phase 1 – LTE features; Phase 2 – look at NR
No change to E-UTRAN or NG-RAN UP is foreseen
WA: 
- Start from the specification work for ng-eNB-CU and ng-eNB-DU, with W1 interface between the two logical nodes. Where the W1 only applies to NG-RAN and it may be possible to reuse 38.425 as user plane between the two logical nodes.
- Continue discussing other alternatives on if and how to introduce E-UTRAN (including EN-DC) operation at a later stage (i.e. FFS whether to have separate logical nodes, separate W1’ interface name, and separate user plane spec).

	12.2. Signaling Transport for CU-DU Interface
Defs of CU and DU?
It should be clarified to which logical nodes this interface connects
One or multiple interfaces?
Given the above, all signaling aspects are FFS

	12.3. Application Protocol for CU-DU Interface
Are CU UE AP IDs needed?

	18. Other WI/SIs with impact on RAN3

	18.1. Rapporteur SID summaries

	18.2. Band completion

	18.3. Others

	20. Study on Solutions Evaluation for NR to Support Non Terrestrial Network
SID [FS_NR_NTN_solutions]: RP-181598 (target: RAN #83) [TU: 1 (1 0.5 1.5)]

	20.1. Scenarios
Including LEO/GEO Scenarios description

	20.2. Architecture

	20.2.1. General Aspects
Anchor the discussion on “proper” RAN3 architecture terms
WA: Satellite GW is a TNL node (not part of logical architecture)

	20.2.2. Handling of Network Identities 
Any aspects related to cell identities, gNB IDs, TAC, etc.

	20.2.3. Paging
Any issues arising from the fact that satellite footprint / cells move

	20.2.4. Mobility Aspects
Architecture-related mobility aspects

	20.2.4.1. General

	20.2.4.2. Intra-Satellite System

	20.2.4.3. To and From Terrestrial Networks

	20.2.4.4. Others

	20.2.5. Others
Any other architecture-related impacts, if any – e.g. CU-DU split?

	21. Study on NR Industrial IoT
SID [NR_IIoT]: RP-182090 (target: RAN #83) [TU: 1 (1 2 2)]

	21.1. General
Scenarios, time plan, skeletons, BLs

	21.2. Enhancements for Data Duplication and Multi-Connectivity

	21.2.1. Support for Resource-Efficient PDCP Duplication

e.g. coordination between nodes for PDCP duplication activation to ensure resource efficiency (avoiding unnecessary duplicate transmissions etc.)

	21.2.2. Support for PDCP Duplication with More than 2 Copies

e.g. leveraging a combination of DC and CA – data is transmitted from 2 notes at most

	21.2.3. Potential Impacts of Higher Layer Multi-Connectivity
As studied by SA2

	21.3. Enhancements for Time-Sensitive Networking

	21.3.1. Support for Accurate Reference Timing Delivery

	21.3.2. Others
Including discussions pertaining to objective 2)d) of the SID (Performance evaluation of Time-Sensitive Networking as captured in TR 22.804 Sec. 8.1) – see also LS from SA2 (S2-189051)

	21.4. Others

	22. Study on NR Remote Interference Management
SID [NR_RIM]: RP-181832 (target: RAN #82) [TU: 0.5 (0.5 0.5)]

	22.1. General
Scenarios, time plan, skeletons, BLs

	22.2. Support for Starting and Stopping Reference Signal Transmission and Detection
Including how to identify and signal gNB(s) that generate strong remote interference – e.g. node identification, set IDs, etc.

	22.3. Inter-gNB Coordination for Remote Interference Mitigation
Potential additional mechanisms, if needed

	22.3.1. Without Core Network Involvement
e.g. Xn-based mechanisms

	22.3.2. With Core Network Involvement
e.g. RIM-like?

	22.4. Others

	23. Study on NR V2X
SID [NR_V2X]: RP-182111 (target: RAN #83) [TU: 0.5 (0.5 0.5 0.5)]

	23.1. General
Scenarios, time plan, skeletons, BLs

	23.2. Support for Advanced V2X Use Cases
Identify enhancements, if any, which are needed
Avoid overlaps with other NR and LTE enhancements from Rel-16 WIs/SIs

	23.3. RAT and Interface Selection for Operation
Study support for any additional mechanisms (if needed) to select LTE PC5, NR PC5, LTE Uu or NR Uu for operation (in coordination with SA2)

	23.4. Others

	24. Study on Integrated Access and Backhaul for NR
SID [FS_NR_IAB]: RP-181349 (target: RAN #82) [TU: 1 (1 1)]

	24.1. Network Architecture and Scenarios
Including L2/L3 alternatives, protocol stack, support for multi-hop, inter-node interfaces (if any)
CU-DU split impacts (if any)
QoS handling
Traffic forwarding across backhaul links

	24.1.1. General, Scenarios, Architecture Options

	24.1.1.1. Scenarios

	24.1.1.2. Architecture Options

	24.1.1.3. IAB and NSA Operation

	24.1.2. Protocol Stack, Functions, Procedures

	24.1.2.1. Protocol Stack

	24.1.2.2. QoS, Bearer Management

	24.1.2.3. Setup, Connection Establishment

	24.1.3. Network Synchronization

	24.1.4. Others

	24.2. Backhaul Link Discovery and Route Selection
RAN-based mechanisms, potentially without CN involvement
Resource allocation / route coordination across multiple nodes

	25. Study on RAN-Centric Data Collection and Utilization for LTE and NR
SID [FS_LTE_NR_data_collect]: RP-182105 (target: RAN #84) [TU: 0.5 (0.5 0 2 2 1.5)]

	25.1. General
Scenarios, time plan, skeletons, BLs

	25.2. Functionality
e.g. support for SON features, MDT (logged and immediate), URLLC optimization, LTE-V2X (PC5 and Uu), RRM enhancements, etc. 

	25.2.1. Support for MDT
Including e.g. logged MDT and immediate MDT

	25.2.2. Void

	25.2.3. Support for SON Functions
Including e.g. mobility optimization, RACH optimization, load sharing-/balancing-related optimization, coverage and capacity optimization

	25.2.4. Per-UE Local RRM Policy Information Storage and Retrieval

	25.2.5. Others

	25.3. Architecture Impacts
Including NG-RAN, DC and LTE scenarios
If necessary, investigate benefits and feasibility of introducing a logical entity/function for data collection and utilization

	31. Essential Corrections to Rel-15 and TEI15

	31.1. Void

	31.2. Void

	31.3. NR

	31.3.1. Essential Corrections
Outstanding issues marked as “to be continued…” in previous meetings

	31.3.1.1. UE History Information

	31.3.1.2. Void

	31.3.1.3. Void

	31.3.1.4. Void

	31.3.1.5. Void

	31.3.1.6. Void

	31.3.1.7. Issues Related to Option 5
Any outstanding issues specifically related to Option 5 not treated in other AIs

	31.3.1.8. NR ANR
ANR: previous summary of offline disc: R3-184277 (noted). To be continued…

	31.3.1.9. Void

	31.3.1.10. MeNB/SgNB Resource Coordination
Key issue 1:
If multiple NR carriers are deployed, upon sending SGNB ADDITION REQUEST, the MN will not know which NR cell the SN will select as PSCell
Key issue 2:
Clarify whether “0 bitmap” means “end of coordination”
Key issue 3:
There seem to be different interpretations of X2AP clauses 9.2.116 and 9.2.117, which indicates "The SgNB Resource Coordination Information IE is LTE resource allocation at MeNB". To be clarified
Key issue 4:
Error handling for CU-DU split: scenario may need further clarification
To be continued on key issues 1-4

	31.3.1.11. Void

	31.3.1.12. Void

	31.3.1.13. Void

	31.3.1.14. Void

	31.3.1.15. Load Management over F1
Use (a) a new IE in an existing non-UE associated message or (b) a new non-UE associated dedicated procedure
Continue discussion with proposals for the gNB-DU to indicate to the gNB-CU that the gNB-DU is in an overloaded state using non-UE associated signaling
Consensus for a new Cl2 procedure (OVERLOAD INDICATION, name to be further refined)
To be continued…

	31.3.1.16. Cell management over F1
Clarification is needed for the usage of the Cells Failed to Activate List IE
Split of responsibility between CU and DU: to be continued…

	31.3.1.17. Void

	31.3.1.18. Capacity Information Transfer over E1
Including how to encode processing capacity (load balancing)
How to use this information?
How does CP do load balancing? Implementation?
To be continued…

	31.3.1.19. AMF Overload Control over NG
To be continued pending RAN2 progress… 

	31.3.1.20. Void

	31.3.1.21. Void

	31.3.1.22. Notification Control over Xn
We need to address both cases (MN-terminated and SN-terminated bearers)
Go for QoS flow level reporting

	31.3.1.23. NSSAI and Paging Messages
Previous summary of offline disc.: R3-185175 (noted)
Continue discussions and comparison including the candidate solutions (discussion on additional potential solutions not precluded):
- Alt1: S-NSSAI-based solution
- Alt2: Unified Access Control-based solution
To be continued…

	31.3.1.24. UE-Interested Slice
Current common understanding: slicing info should not be steering connected mode radio-related decisions
To be continued…

	31.3.1.25. CSI-RS Configuration Transfer
Previous summary of offline disc.: R3-185188 (noted)
To be continued…

	31.3.1.26. System Information Update for Active UEs
Previous summary of offline disc.: R3-185300 (noted)
To be continued…

	31.3.1.27. NAS Non-Delivery for Split Architecture
Do we need to support non-delivery indication over F1? (Seems this is “best-effort”?)
To be continued…

	31.3.1.28. Retransmission status in UP
Previous in R3-184728 (noted)
To be continued…

	31.3.1.29. PLMN Information Over E1 Non-UE-Associated Signaling
Previous in R3-185092 (noted)
To be continued…

	31.3.1.30. Criticality Handling and SMF IEs
Previous in R3-185026 (noted)
There seems to be consensus; companies to check internally with CT4 colleagues
To be continued…

	31.3.1.31. Reusing Source TEID at Handover
Previous discussion in R3-184923 (noted)
No St2 change needed to support this functionality
To be continued…

	31.3.1.32. Multiple SCTP Associations for X2 and Xn
Previous in R3-184715 (noted)
To be continued…

	31.3.1.33. RRC Re-establishment and RAN Sharing
Previous summary of offline disc in R3-185248 (noted)
To be continued…

	31.3.1.34. Correction of Dedicated PDU Session Transport
Previous in R3-184448 (noted)
To be continued…

	31.3.2. QCI for EPC-Based ULLC

	31.3.3. TNL Address Discovery for Option 3
WA Specification needs to enable routing of TNL address requests at MME for TNL address discovery of Opt 3 in Rel-15
WA We use a protocol fn of S1 equivalent to current functionality (e.g. S1 TNL config transfer procedure to start TNL address discovery)
WA Routing function of TNL address requests resides in the MME; further details are FFS.
To be continued…

	31.3.4. Other Essential Corrections
Any other essential correction (if any) not covered in the other AIs, e.g. QoS, slicing, PWS, Opt. 2, positioning, network sharing, …
Introduce CHOICE (24 / 40 bits) for I-RNTI

	31.3.4.1. RRC_INACTIVE and DC Coexistence

	31.3.4.2. UP Security

	31.3.4.3. QoS Parameters

	31.3.4.4. Slicing
Including slicing cause values

	31.3.4.5. Void

	31.3.4.6. Void

	31.3.4.7. Void

	31.3.4.8. F1 Issues
Issues not treated in other AIs, which ONLY impact F1

	31.3.4.9. X2 Issues
Issues not treated in other AIs, which ONLY impact X2

	31.3.4.10. User Plane Issues
Issues not treated in other AIs, which ONLY impact UP

	31.3.4.11. E1 Issues
Issues not treated in other AIs, which ONLY impact E1

	31.3.4.12. NG Issues
Issues not treated in other AIs, which ONLY impact NG

	31.3.4.13. Xn Issues
Issues not treated in other AIs, which ONLY impact Xn

	31.3.4.14. Other Issues
Other essential corrections not treated in  other AIs

	31.3.5. Baseline CRs for NR Corrections
BL CRs for NR Corrections, to be discussed and agreed at the beginning of the corrections session. CRs which are not from the relevant Rapporteur will not be treated.
APs: Current preference is to use GLOBAL instead of EACH. Rapporteurs are requested to take this into account when updating the specifications. This applies to NGAP, XnAP, E1AP, NRPPa. For F1AP, only for future changes. No repetition ID is introduced.
Rapporteur of all Application Protocols to coordinate offline
Handling non-backwards-compatible changes (summary of offline disc in R3-185289, noted):
1) There will be one single Baseline CR for NGAP, XnAP and E1AP implementing all text proposals for these specs (including both backwards compatible and non-backwards compatible TPs) => Same as Q3 process
2) For tracking of non-backwards compatible changes:
a) Rapporteurs will use a different User Name (= tdoc number) when implementing each agreed tdoc -> Same as Q3 process
b) The BL CR cover page will separately list the backwards compatible tdocs and non-backwards compatible tdocs (with a general impact statement) -> NEW in Q4
3) The above does not affect S1, X2 and F1: changes against these specs will be submitted as CRs.
From RAN3 point of view, Opt. 4/7 will be captured in the BL CR.
All changes to TS 38.401 in Q4 2018 will be TPs, not CRs.
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	NAF3

	RAN #82
	10-13 Dec
	Sorrento (Italy)
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