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1
Introduction

During the previous meeting, the handling of overload conditions over the F1-C was discussed and the following conclusion reached, as documented in [1]:
“Agreed way forward: 

-
Continue discussion in next meeting with proposals for the gNB-DU to indicate to the gNB-CU that the gNB-DU is in an overloaded state using non-UE associated signaling.”
In the referenced document it is also clear that it is preferred by RAN3 if the information about overload conditions is conveyed to the gNB-CU in either a new IE in existing signalling or by new F1AP signalling, rather than for example by means of cause values.
2
Mechanisms for Overload Handling
2.1
General Principles

In general, when discussing overload handling, we need to think of what is realistically possible to achieve with such mechanism. Therefore, we should assume that the detailed concept of load itself will always be vendor-specific and that in general we should avoid mechanisms which may create inter-operability issues or simply not be helpful to achieve the goal. 
During overload situations, the overloaded node is normally still able to react to requests, steering the interface peer to act accordingly. Cases where the overloaded node may not be able to do so are ‘processor overload’ and ‘signalling overload’. We do note however, that both processor and signalling overload require the same type of actions to achieve load reduction, namely a decrease in signalling intensity over the traffic interface.
For these reasons, it is not beneficial to specify exactly where the overload is occurring, nor the detailed action that is needed (if it can be translated anyway to ‘decrease signalling intensity’).

The node that is informed that the peer is overloaded is in the best position to apply any policy that achieves the purpose of decreased signalling intensity, without the risk of interpreting the overload reduction request incorrectly. This is bound to happen between different implementations (from the same or from different vendors), if the overload control signalling contains detailed policies on how to achieve overload reduction, which the receiver may apply in a different way than intended by the sender.
Observation 1: In overload cases different from processor and signaling overload, the overloaded node is typically still able to react to requests from its interface peer.

Observation 2: Definition of many types of overload in the standard is not beneficial if the associated overload reduction actions are the same, namely to reduce the signaling intensity over F1.

Observation 3: The node that is informed that the peer is overloaded is in the best position to apply any policy that achieves the purpose of decreased signalling intensity.
Observation 4: If the overload reduction policy were to be signalled by the overloaded node, in a multivendor situation or in the presence of different node implementations by the same vendor, it would anyway be interpreted according to the implementation of the receiver.
Proposal 1: RAN3 should focus its standardization efforts on an overload control mechanism that enables different implementations to interwork, leaving the decision on the exact overload reduction policy to apply to the node that is supposed to apply it.
Proposal 2: Different types of overload should not be standardized, unless doing so implies that the node executing overload reduction will take considerably different actions based on overload type.
2.2
gNB-CU Overload
Although the RAN3 way forward is explicitly stating that the continued discussion shall focus solely on the handling of gNB-DU overload, and we agree with that, we noticed that [2] and [3] are also targeting the possibility of new signalling in the gNB-CU(gNB-DU direction. 

On this point, we would briefly like to point out that it is not possible for the gNB-CU to ask to the gNB-DU to reject RRC Connections, and even less to do so selectively for emergency calls and similar, as by definition of the protocol split between gNB-DU and gNB-CU the RRC protocol (and the responsibility for the handling of a UE at Layer 3 level) is terminated in the gNB-CU. Hence, it is only upon decoding the RRC messages from the UE that the gNB-CU would know about the reason for the RRC establishment.
Blocking incoming establishment attempts at the gNB-DU means doing it at RLC/MAC level, i.e. during random access: for example, the gNB-DU can back off UEs during random access to temporarily reduce the incoming traffic; this is not selective, although it is also not too drastic. If there is a need to block calls already at RACH level in a more selective way (and in a more assertive way), then access class barring, which is already specified, can be used.

Of course, one comment can be that an implementation of the gNB-DU can always implement the full RRC protocol locally and peek into the incoming messages. But this is either officially allowed by RAN3, and in this case, it is allowed to terminate RRC at the gNB-DU when applicable, or it is not officially allowed in the specifications and then there is no standardized solution either (and RAN3 would contradict itself by defining a certain protocol split and at the same time recommending implementations not to follow it). 

Ericsson does not see the agreed split as a ‘religious’ standpoint to maintain at all costs, but we would like the specifications to be consistent, which they would not be with the proposals in [2] and [3].
Observation 5: Allowing the gNB-DU to be selective on which RRC Connection Requests to admit based on the establishment cause is equivalent to assuming that the RRC protocol and the UE admission at Layer 3 is at the gNB-DU for this scenario, which is not in line with current architectural assumptions. If such functionality should be specified, the current assumptions need to be revised and made more flexible.
Observation 6: With the current protocol split, the gNB-DU can reject incoming calls at RACH level and can do that selectively, for example by access class barring, which is already supported in the specification.
Observation 7: All in all, it can be both seen that the ‘S1/NG-C approach’ cannot be simply transferred ‘as is’ to the F1 interface to handle gNB-CU overload and that there are already mechanisms that the gNB-DU can use to offload the gNB-CU. The gNB-CU can also reject incoming signaling over X2/Xn/NG-C in case it is overloaded.
Proposal 3: We propose that RAN3 confirms the way forward, so that in the little time that is available to add new functionality to Release 15 (if any) the focus of the discussion shall be solely on gNB-DU overload handling.

2.3
gNB-DU Overload
As we have explained in sub clause 2.1, we do not believe that a detailed set of instructions should be given to the node that must reduce the signalling intensity, in this case the gNB-CU.

The gNB-CU has overall responsibility for the handling of UE connections, the full overview of relationships towards other RAN nodes and to the CN and is therefore in the best position to choose which procedures are less crucial to trigger towards the overloaded gNB-DU, in order to reduce the F1 signalling intensity.

Observation 8: Besides the general considerations on avoiding exchanging overload control policies over F1, in the case of the gNB-CU it should be noted that, having overall responsibility for the handling of UE connections, full overview of relationships towards other RAN nodes and the CN, it is in the best position to choose how to reduce signaling towards the overloaded gNB-DU.
When it comes to potential signalling solutions, we consider defining a single piece of information/IE to inform the gNB-CU about whether the gNB-DU is experiencing overload (implying that signalling intensity should be decreased when overload is ongoing).
In theory this overload control information could be included in dedicated messages (unlike the approach with cause values it could be added also to response messages). Using dedicated signalling was however not agreed in RAN3 way forward, so here we do not elaborate further.

According to the way forward, the preferred approach is to use non- UE associated signalling, and in that case, we think that using a new procedure is a cleaner approach.
Based on the above considerations, we propose the following:
Proposal 4: We propose that the gNB-DU overload control information is defined in a simple and robust way by indicating whether the gNB-DU is experiencing overload or not.

Proposal 5: We propose to use new non-UE associated signaling.
3
Conclusions and Proposal

In this contribution we highlighted the current RAN3 discussion on overload handling over F1 and made a series of observations:
Observation 1: In overload cases different from processor and signaling overload, the overloaded node is typically still able to react to requests from its interface peer.

Observation 2: Definition of many types of overload in the standard is not beneficial if the associated overload reduction actions are the same, namely to reduce the signaling intensity over F1.

Observation 3: The node that is informed that the peer is overloaded is in the best position to apply any policy that achieves the purpose of decreased signalling intensity.

Observation 4: If the overload reduction policy were to be signalled by the overloaded node, in a multivendor situation or in the presence of different node implementations by the same vendor, it would anyway be interpreted according to the implementation of the receiver.
Observation 5: Allowing the gNB-DU to be selective on which RRC Connection Requests to admit based on the establishment cause is equivalent to assuming that the RRC protocol and the UE admission at Layer 3 is at the gNB-DU for this scenario, which is not in line with current architectural assumptions. If such functionality should be specified, the current assumptions need to be revised and made more flexible.

Observation 6: With the current protocol split, the gNB-DU can reject incoming calls at RACH level and can do that selectively, for example by access class barring, which is already supported in the specification.

Observation 7: All in all, it can be both seen that the ‘S1/NG-C approach’ cannot be simply transferred ‘as is’ to the F1 interface to handle gNB-CU overload and that there are already mechanisms that the gNB-DU can use to offload the gNB-CU. The gNB-CU can also reject incoming signaling over X2/Xn/NG-C in case it is overloaded.

Observation 8: Besides the general considerations on avoiding exchanging overload control policies over F1, in the case of the gNB-CU it should be noted that, having overall responsibility for the handling of UE connections, full overview of relationships towards other RAN nodes and the CN, it is in the best position to choose how to reduce signaling towards the overloaded gNB-DU.
Based on these observations, we propose the following:
Proposal 1: RAN3 should focus its standardization efforts on an overload control mechanism that enables different implementations to interwork, leaving the decision on the exact overload reduction policy to apply, to the node that is supposed to apply it.

Proposal 2: Different types of overload should not be standardized, unless doing so implies that the node executing overload reduction will take considerably different actions based on overload type.

Proposal 3: We propose that RAN3 confirms the way forward, so that in the little time that is available to add new functionality to Release 15 (if any) the focus of the discussion shall be solely on gNB-DU overload handling.

Proposal 4: We propose that the gNB-DU overload control information is defined in a simple and robust way by indicating whether the gNB-DU is experiencing overload or not.

Proposal 5: We propose to use new non-UE associated signaling.
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