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1 Introduction
In last RAN2 meeting [1], it was agreed that an IAB node needs to multiplex the UE DRBs to the BH RLC-Channel, and two options on bearer mapping were proposed as follows:

Option 1. One-to-one mapping

In this option, each UE DRB is mapped onto a separate BH RLC-Channel. Further, the each BH RLC-Channel is mapped onto a separate BH RLC-Channel on the next hop. The number of established BH RLC-Channels is equal to the number of established UE DRBs. 
Since the IAB node just relays a data block between UE DRBs and BH RLC-Channels, there is no need to multiplex UE DRBs, and no need to identify the data block. 

Option 2. Per QoS mapping

For the per QoS mapping, the IAB node establishes BH RLC-Channels based on the QoS profile of the traffic. The IAB node can multiplex DRBs or QoS flows with similar QoS characteristics into a single BH RLC-Channel, even in case they belong to different UEs. Further, the each BH RLC-Channel may be mapped onto the different BH RLC-Channels according to QoS profiles on the next hop. The number of established BH RLC-Channels is equal to the number of the carried QoS profiles. 

Since the BH RLC-Channel is established per QoS profile, each data block transmitted in the BH RLC-Channel needs to contain an identifier of the UE and DRB it belongs to.

In this paper, we further discuss the QoS management of IAB nodes based on the following aspects:

· Which QoS parameters are needed for intermediate IAB nodes’ QoS enforcement?
· How to implement the rate control in the backhaul link?

· Whether the bearer mapping is centralized or distributed?
2 Discussion
In order to better analyze QoS management in the IAB scenario, we take a two-hop IAB scenario as an example, i.e. UE ( IAB node2 ( IAB node1 ( IAB donor ( 5GC, as shown in figure 1. The access link between UE and IAB node2 is defined as Uu interface, and the backhaul links between IAB node2 and IAB node1, as well as IAB node1 and IAB donor, are defined as Un interfaces. 
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Figure 1 Scenario of IAB architecture
2.1 QoS Parameters for Intermediate IAB nodes
Before discussing bearer mapping, it makes sense to discuss which QoS parameters are needed for intermediate IAB nodes’ QoS enforcement. Table 1 below provides a summary of these parameters, and potential impacts to intermediate IAB nodes.
Table 1. QoS Parameters for Intermediate IAB nodes 

	QoS related parameters
	Description
	Need for Intermediate IAB Nodes?

	UE AMBR-Downlink
	The downlink maximum bitrate to be enforced for all non-GBR QoS flows per UE.
	NO. See section 2.2.


	UE AMBR-Uplink
	The uplink maximum bitrate to be enforced for all non-GBR QoS flows per UE.
	No, only serving IAB node needs to know the UE AMBR-Uplink. See section 2.2.

	Allocation and Retention Priority (ARP)
	The QoS parameter ARP contains information about the priority level, the pre-emption capability and the pre-emption vulnerability. The priority level defines the relative importance of a resource request. This allows a node to decide whether a new QoS Flow may be accepted or needs to be rejected in the case of resource limitations (typically used for admission control of GBR traffic). It may also be used to decide which existing QoS Flow to pre-empt during periods of resource limitation.
	FFS. This depends on whether intermediate IAB nodes need to perform bearer level handling or not in the case of resource limitations, e.g. admission control, congestion control, etc. 

	5QI
	The characteristics of 5QI includes: Resource Type (GBR or Non-GBR), Priority level, Packet Delay Budget, Packet Error Rate, Averaging window, Maximum Data Burst Volume.
	Yes. 5QI is important for scheduling in intermediate IAB nodes for controlling QoS treatment for a specific bearer.
Note: Further enhancements is expected, e.g. the packet delay budget is partitioned among multiple hops to ensure end-to-end transmission delay.

	Reflective QoS Attribute (RQA)
	The Reflective QoS Attribute (RQA) is an optional parameter which indicates that certain traffic (not necessarily all) carried on this QoS Flow is subject to Reflective QoS.
	No. RQA is used by SDAP layer in the IAB donor and UE.

	GBR QoS Information
	The GBR Flow Information includes:

· GFBR;

· MFBR;

· Notification Control;

· Maximum Packet Loss Rate.
	Yes. All the GBR QoS parameters except downlink MFBR are needed for scheduling in the intermediate IAB nodes or the serving IAB node. Per UE bearer/QoS flow GBR QoS information are needed.
Regarding GFBR and MFBR, see section 2.2.


Based on the Table 1, we propose that:
Proposal 1 The following QoS information needs to be provided to the intermediate IAB node or the serving IAB node: Uplink UE AMBR, 5QI (Resource Type (GBR or Non-GBR), Priority level, Packet Delay Budget, Packet Error Rate, Averaging window, Maximum Data Burst Volume), GBR QoS Information (GFBR, uplink MFBR, Notification Control and Maximum Packet Loss Rate).

Observation 1 Whether ARP needs to be provided to the intermediate IAB nodes is FFS which depends on how IAB nodes perform bearer level handling in the case of resource limitations, e.g. admission control, congestion control, etc. 
There are three possibilities on how to provide the QoS parameters to the intermediate IAB nodes:

-
Alternative 1: The QoS parameters are provided to all the related intermediate IAB nodes by control signalling.

-
Alternative 2: The QoS parameters are provided by adaptation layer.

-
Alternative 3: A unified QoS index is used in the adaptation layer to reflect the QoS parameters.
Alternative 2 could result in significant overhead to include all the QoS parameters as listed in proposal 1 in each packet header. Alternative 3 has less overhead but it seems impossible to define a unified QoS index to reflect some parameters such as the GFBR and MRBR, UE AMBR and other non-standardized QoS information. Then Alternative 1 could be a better solution, though it could result in significant signalling overhead since the parameters need to be provided to all potential intermediate IAB nodes in case of bearer setup or routing update.

Proposal 2 The QoS parameters are provided to all the related intermediate IAB nodes by control signalling.

2.2 Rate Control in Backhaul Link

As defined in [2], both GFBR and MFBR are applicable to GBR QoS bearers, and UE-AMBR is used for non-GBR QoS bearers.

In the downlink, all the traffic first arrive at the IAB donor and the IAB donor is able to control the maximum bitrate by flow control mechanisms. Then the downlink UE AMBR is not necessary for the intermediate IAB nodes, and it is up to the IAB donor to enforce the downlink UE AMBR for a UE.
For DL GBR bearers, similar to UE-AMBR, only the IAB donor needs to know the MFBR, and ensures that the MFBR is not exceeded in each interface by controlling the transmission rate of the UE’s downlink GBR bearer on the Un2 interface. 
Proposal 3 It is up to the IAB donor to enforce the downlink UE AMBR per UE and downlink MFBR per UE per bearer.

For UE-AMBR and MFBR, a similar mechanism in downlink can be reused in uplink. That means that if the serving IAB node ensures the UE-AMBR and MFBR is not exceeded on the Uu interface, the UE-AMBR and MFBR is also not exceeded on the following backhaul links.

Proposal 4 It is up to the serving IAB node to enforce the uplink UE AMBR per UE and uplink MFBR per UE per bearer.

For GFBR, the serving IAB node guarantees the GFBR by scheduling the Uu interface. In order to guarantee the GFBR on backhaul links, the intermediate IAB nodes should be informed of the GFBR of a UE bearer. However, since the intermediate IAB nodes perform scheduling per aggregated backhaul bearer, how to ensure the GFBR per UE bearer in the backhaul link should be further studied. 

Proposal 5 The intermediate IAB nodes should know the GFBR per UE per bearer. How to ensure the GFBR for a UE bearer in the backhaul link is FFS.
2.3 Bearer Mappings
In last RAN2 meeting, both one-to-one mapping and per QoS mapping were agreed to be two options on bearer mapping in IAB node. Table 2 provides a comparison of these two mapping.

Table 2. Comparison of one-to-one mapping and Per QoS mapping 

	
	One-to-one mapping
	Per QoS mapping

	Number of logical channels in BH
	May have an impact. 

It may need to be extended which depended on the number of established UE DRBs. 
	Should have no impact. 

Does not need to be extended because UE DRBs or QoS flows with similar QoS characteristics can be aggregated into a BH RLC-Channel.

	Number of LCGs in BH
	May have no impact.

UE QoS characteristics does not change. Although BH LCID may be extended, multiple LCIDs can be mapped to the same LCG. Therefore, the number of LCGs in BH may not to be extended. 

	Should have no impact. 

Does not need to be extended because the number of logical channels in BH and UE QoS characteristics are not change.  

	BSR format in BH
	May have no impact. 

BSR format in BH needs to be updated only if the maximum value of LCG ID is extended. 
	Should have no impact. 

	LCP procedure in BH
	Have an impact.
LCP in BH is per UE per bearer level.
	Should have no impact. 



	GFBR of a UE bearer in BH
	Guarantee. 
	FFS.

Because the intermediate IAB nodes perform scheduling per aggregated backhaul RLC-channel, how to ensure the GFBR per UE bearer in the backhaul link should be further studied.


Based on the Table 2, we propose that:

Observation 2 Per QoS mapping at IAB nodes has minimal impact on the standard. 


Proposal 6 RRAN2 agrees that per QoS mapping is the only method for aggregation of UE bearers to BH RLC-channels that will be addressed in the SI. 
Two solutions are possible for bearer mapping decisions.

Solution 1: Centralized bearer mapping:
In this solution, the IAB donor decides all the bearer mappings in each interface. The IAB donor sends the bearer mappings to all the intermediate IAB nodes. As shown below, based on the received mapping, IAB node2 performs the mapping between UE DRB and IAB2 RLC-Channel, and IAB node1 performs the mapping between IAB2 RLC-Channel and IAB1 RLC-Channel. 
When a new UE bearer is setup or updated, the CU needs to add or modify the mapping between UE bearer and IAB RLC-Channel, and between corresponding IAB RLC-Channels, and also reprogram the related QoS parameters (e.g. at least the GFBR of the UE bearer should be taken into account) for the related IAB RLC-Channels. Then the CU sends the mappings and updated QoS parameters to all the related IAB nodes.
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Figure 2 Centralized bearer mapping 
Solution 2: Distributed bearer mapping: 

In this solution, the bearer mapping decisions are made by intermediate IAB nodes independently.  

Specifically, there are two ways for IAB nodes to decide the mapping. 

Solution 2.1: Per-IAB RLC-channel mapping
As shown in the Figure 3, the intermediate IAB nodes performs IAB RLC-channel mapping, e.g. the mapping between IAB1 RLC-Channel and IAB2 RLC-Channel is based on QoS information of IAB RLC-Channels directly without distinguishing UEs, and the mapping between IAB2 RLC-Channel /IAB1 RLC-Channel and UE DRB is based on the QoS information of UE DRBs.
When a new UE bearer is setup or updated, the CU needs to reprogram the related QoS parameters (e.g. at least the GFBR of the UE bearer should be taken into account) for the related IAB RLC-Channels. Then the CU sends the updated QoS parameters to all the related IAB nodes.
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Figure 3 Per-IAB bearer mapping under distributed bearer mapping 
Solution 2.2: Per-UE bearer mapping 

Different from solution 2.1, in this solution all the IAB nodes perform bearer mapping based on QoS parameters of UE DRBs. In this solution, IAB node2 should know the QoS information of the UE DRBs. Similar to IAB node2, IAB node1 also needs to know QoS information of each UE’s DRB.
When a new UE bearer is setup or updated, the CU needs to send the QoS information to all related IAB nodes and the IAB nodes update their RLC-Channel configurations (e.g. at least the GFBR of the UE bearer should be taken into account).
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Figure 3 Per-UE bearer mapping under distributed bearer mapping control
Based on the above analysis, the distributed per-UE bearer mapping is more feasible, which is also helpful for the fast routing recovery after BH RLF. For centralized bearer mapping, the IAB donor should be informed if a BH experiences a RLF, and it needs to re-determine the mapping of UE bearers onto other BH links, and then send the new mapping to the newly selected intermediate IAB nodes. This would involve significant amount of signaling overhead. However, in the case of distributed bearer mapping, the intermediate IAB node can perform the bearer re-mapping immediately. Therefore, the overhead of signaling and latency to inform the IAB donor can be saved. 
Proposal 7 The IAB nodes perform the bearer mapping based on QoS parameters of UE DRBs.
3 Conclusion and Proposals
In this contribution we discussed solutions for IAB QoS management, and we make the following proposals:
Proposal 8 The following QoS information needs to be provided to the intermediate IAB node or the serving IAB node: Uplink UE AMBR, 5QI (Resource Type (GBR or Non-GBR), Priority level, Packet Delay Budget, Packet Error Rate, Averaging window, Maximum Data Burst Volume), GBR QoS Information (GFBR, uplink MFBR, Notification Control and Maximum Packet Loss Rate).
Observation 3 Whether ARP needs to be provided to the intermediate IAB nodes is FFS which depends on how IAB nodes perform bearer level handling in the case of resource limitations, e.g. admission control, congestion control, etc. 

Proposal 9 The QoS parameters are provided to all the related intermediate IAB nodes by control signalling.

Proposal 10 It is up to the IAB donor to enforce the downlink UE AMBR per UE and downlink MFBR per UE per bearer.

Proposal 11 It is up to the serving IAB node to enforce the uplink UE AMBR per UE and uplink MFBR per UE per bearer.

Proposal 12 The intermediate IAB nodes should know the GFBR per UE per bearer. How to ensure the GFBR for a UE bearer in the backhaul link is FFS.
Observation 4 Per QoS mapping at IAB nodes has minimal impact on the standard. 


Proposal 13 RAN2 agrees that per QoS mapping is the only method used for bearer mapping in IAB node. 

Proposal 14 The IAB nodes perform the bearer mapping based on QoS parameters of UE DRBs.
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Radio protocol aspects
Editor’s note:
Primary responsible WG for this clause is RAN2.

8.1
Packet Processing

…

8.4 
Scheduler and QoS impacts
The study will assess the impact of different IAB architecture options on scheduling and QoS in both downlink and uplink directions.
…

8.2.4.2

Bearer mapping decision and configuration

Two solutions are possible for bearer mapping decision and configuration.

Solution 1: Centralized bearer mapping and configuration.

In this solution, the IAB donor decides all the bearer mappings in each interface. The IAB donor sends the bearer mappings to all the intermediate IAB nodes. As shown below, based on the received mapping, IAB node2 performs the mapping between UE DRB and IAB2 RLC-Channel, and IAB node1 performs the mapping between IAB2 RLC-Channel and IAB1 RLC-Channel. 

When a new UE bearer is setup or updated, the CU needs to add or modify the mapping between UE bearer and IAB RLC-Channel, and between corresponding IAB RLC-Channels, and also reprogram the related QoS parameters (e.g. at least the GFBR of the UE bearer should be taken into account) for the related IAB RLC-Channels. Then the CU sends the mappings and updated QoS parameters to all the related IAB nodes.
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Figure 8.2.4.2-1 Centralized bearer mapping 

Solution 2: Distributed bearer mapping and configuration.  

In this solution, the bearer mapping decisions are made by intermediate IAB nodes independently.  

Specifically, there are two ways for IAB nodes to decide the mapping. 

Solution 2.1: Per-IAB RLC-channel mapping

As shown in the Figure 3, the intermediate IAB nodes performs IAB RLC-channel mapping, e.g. the mapping between IAB1 RLC-Channel and IAB2 RLC-Channel is based on QoS information of IAB RLC-Channels directly without distinguishing UEs, and the mapping between IAB2 RLC-Channel /IAB1 RLC-Channel and UE DRB is based on the QoS information of UE DRBs.

When a new UE bearer is setup or updated, the CU needs to reprogram the related QoS parameters (e.g. at least the GFBR of the UE bearer should be taken into account) for the related IAB RLC-Channels. Then the CU sends the updated QoS parameters to all the related IAB nodes.
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Figure 8.2.4.2-2 Per-IAB bearer mapping under distributed bearer mapping 

Solution 2.2: Per-UE bearer mapping. 

Different from solution 2.1, in this solution all the IAB nodes perform bearer mapping based on QoS parameters of UE DRBs. In this solution, IAB node2 should know the QoS information of the UE DRBs. Similar to IAB node2, IAB node1 also needs to know QoS information of each UE’s DRB.

When a new UE bearer is setup or updated, the CU needs to send the QoS information to all related IAB nodes and the IAB nodes update their RLC-Channel configurations (e.g. at least the GFBR of the UE bearer should be taken into account).
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Figure 8.2.4.2-3 Per-UE bearer mapping under distributed bearer mapping control

Considering the distributed per-UE bearer mapping is more feasible, and it is also helpful for the fast routing recovery after BH RLF. Therefore, solution 2.2 is adopted by the IAB nodes to perform the bearer mapping.
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