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1. Introduction
RAN Plenary approved the study on Integrated Access and Backhaul for NR [1]. One of challenges in this study is the topology management and route selection in response to support of multi-hop networking. The TR captures the requirement for the topology adaptation as follows [2]: 
	5.2.2
Topology adaptation
Wireless backhaul links are vulnerable to blockage, e.g., due to moving objects such as vehicles, due to seasonal changes (foliage), or due to infrastructure changes (new buildings). Such vulnerability also applies to physically stationary IAB-nodes. Also, traffic variations can create uneven load distribution on wireless backhaul links leading to local link or node congestion.

Topology adaptation refers to procedures that autonomously reconfigure the backhaul network under circumstances such as blockage or local congestion without discontinuing services for UEs.

Requirement: Topology adaptation for physically fixed relays shall be supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links


In this contribution, the initial consideration of topology/route management procedure is discussed. 
2. Discussion 
2.1. Principle of topology adaptation design 
The TR captures a couple of IAB topologies, i.e., Spanning Tree (ST) and Directed Acyclic Graph (DAG), and the link/route redundancy in DAG, as shown in Figure 1. 
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Figure 1
 IAB topologies (left) and Link/route redundancy in DAG (right) [2]
The (re-)formation of topology may be performed due to node-level changes, e.g., a new IAB node installed in the network through the procedure of “Integration of IAB-node” [2]. It will happen once in a long while and may be referred as “topology management”. 
On the other hand, the (re-)selection of link/route would be caused by link-level variations, e.g., blockage due to RLF or congestion, and also done after the topology management above. It will happen frequently in a short time and may be referred as “route management”. 
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Figure 2
 Examples of topology management and route management

The “topology adaptation” could be considered as an autonomous (re-)configuration mechanism for both of the “topology management” and the “route management”, according the TR [2]. In other words, it’s preferred that the topology adaptation is a unified mechanism to be applied to the (re-)formation of IAB network topology and the (re-)selection of route within the topology, that includes the initial deployment phase and the network operation phase from the perspectives of IAB nodes and IAB donor. 
Observation 1 A unified approach would be preferred for the topology adaptation to be performed for topology management (e.g., in initial deployment phase) and route management (e.g., in network operation phase). 
In our understanding, the topology adaptation is seen as a kind of mobility scenario, so it’s basically realized by the existing mobility functions, i.e., handover and cell (re-)selection. It may imply that the topology adaptation has a couple of design options, i.e., NW-controlled approach and UE-based approach; or it will be more suitable to say either IAB donor-controlled mechanism or IAB node-based mechanism, in the context of IAB study. 
Observation 2 Topology adaptation would have a couple of design options, i.e., IAB donor-controlled mechanism or IAB node-based mechanism. 
It’s mentioned in [2] that “Wireless backhaul links are vulnerable to blockage, e.g., due to moving objects such as vehicles, due to seasonal changes (foliage), or due to infrastructure changes (new buildings).” And “Also, traffic variations can create uneven load distribution on wireless backhaul links leading to local link or node congestion.” Thus, the topology adaptation should take into account the current network performances such as channel quality, number of hops (latency), load information etc., as pointed out in [3]

 REF _Ref519847750 \w \h 
[4].  On the other hand, some of the information is already available on F1-AP [5], e.g., the measurement report [6], so it’s expected that the IAB donor should get hold of such information since it has CU-CP entity.  In addition, the IAB donor has individual RRC connections towards each IAB node (i.e., the MT in IAB node) [2]

 REF _Ref519849067 \w \h 
[7]. So, it’s not difficult for the IAB donor to acquire the detailed information from each IAB node (through the MT entity in) and UEs. Also, the routing will be determined by the information in the IAB node.  In this sense, the IAB donor-controlled topology adaptation, i.e., with handover, could be the baseline. 
Proposal 1 RAN3 should agree that the existing handover procedure is the baseline of topology adaptation, assuming the IAB donor has enough information for routing. 
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Figure 3
 RRC connections between IAB donor and IAB nodes/UEs

2.2. Issue in IAB node in setup and operation phases
In this section, the issues in initial phase are considered from IAB node power-on to in operation. 
At the power-on of an IAB node, the MT entity of IAB node access an cell to connect to OAM and to acquire some information for node discovery/selection, as captured under step 1 of “Integration of IAB node” [2]. The MT entity needs to access IAB-capable cell (or hopefully IAB “donor”-capable cell) since it’s expected to be handed over to a suitable IAB doner/node at the next step, if Proposal 1 is agreeable. One simple solution is to have the SIB Indication as suggested in [8]. 
Observation 3 The cell may need to indicate whether the MT entity is allowed to access, e.g., with a SIB Indication. 
At the setup of the IAB node, the MT entity will receive necessary configuration to establish e.g., F1 connection, PDU session, and topology/route etc., as captured under step 2 of “Integration of IAB node” [2]. With regard to the topology/route management, it could be assumed that it’s a bearer configuration for relaying and done by RRC Reconfiguration, if Proposal 1 is agreeable. 
After these setup, the IAB node starts providing service to UEs or other IAB nodes, as captured under step 3 of “Integration of IAB node” [2]. 
Observation 4 RRC Reconfiguration that contains IAB specific configuration, e.g., bearer configuration for relaying, may complete the setup of IAB node. 
At the topology adaptation in operation phase, there are several scenarios identified in [9], and some issues are observed in case to support inter-gNB (or inter-CU) topology adaptation. If the IAB node in service is handed over to another gNB, it will need the context transfer of not only the IAB node (i.e., its MT entity) but also all IAB nodes and UEs that are served by the IAB node. Since it’s a kind of group mobility scenario, it may need some Xn signalling enhancements if it’s handled efficiently. In addition, F1 connection re-establishment may be necessary in case of the inter-CU scenario. 
Proposal 2 RAN3 should discuss whether to support the inter-gNB and/or inter-CU topology adaptation, that may require the context transfer of not only the IAB node but also the served IAB nodes and UEs. 
Similar issue could be considered in case of RLF within IAB topology. Upon RLF, the MT entity will select a suitable cell and initiates RRC Re-establishment, staying in RRC Connected [10]. It’s useful to maintain the service continuity to the UEs, to fulfil the requirement “without discontinuing services for UEs.”[2]. However, if the MT entity selects an IAB donor or an IAB nodes that is integrated within another IAB topology belonging to different IAB donor, then the same problem in Proposal 2 occurs upon the context fetch procedure. To ensure the re-establishment to the same IAB topology that the IAB node was previously integrated with, the MT entity should be informed of the IAB topology that the reselecting cell is belonging to. For example, the cell may broadcast an “IAB topology ID” and the MT entity takes it into account upon the re-establishment procedure. 
Proposal 3 RAN3 should discuss whether the MT entity should take IAB topology identity into account upon RRC Re-establishment. 
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Figure 4
 Examples of Inter-gNB/ Inter-CU topology adaptation
3. Conclusion 
In this contribution, the initial consideration of topology adaptation in IAB is provided and the principle and potential issues are discussed.  RAN3 is kindly asked to take into account the proposals below: 
Observation 1
A unified approach would be preferred for the topology adaptation to be performed for topology management (e.g., in initial deployment phase) and route management (e.g., in network operation phase).
Observation 2
Topology adaptation would have a couple of design options, i.e., IAB donor-controlled mechanism or IAB node-based mechanism.
Proposal 1
RAN3 should agree that the existing handover procedure is the baseline of topology adaptation, assuming the IAB donor has enough information for routing.
Observation 3
The cell may need to indicate whether the MT entity is allowed to access, e.g., with a SIB Indication.
Observation 4
RRC Reconfiguration that contains IAB specific configuration, e.g., bearer configuration for relaying, may complete the setup of IAB node.
Proposal 2
RAN3 should discuss whether to support the inter-gNB and/or inter-CU topology adaptation, that may require the context transfer of not only the IAB node but also the served IAB nodes and UEs.
Proposal 3
RAN3 should discuss whether the MT entity should take IAB topology identity into account upon RRC Re-establishment.
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