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Introduction
In previous RAN3 meetings, for MR-DC with 5GC, many progresses were achieved. But there are some issues need to be further discussed, for example, the DRB ID assignment issue between MN and SN. The issue is also applicable for NR-NR DC.

In this contribution, we provide some analysis and proposals on the issue and accordingly propose the TP for TS 37.340, and TS 38.423.
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Discussion
Regardless of the MR-DC with 5GC case or the NR-NR case, the mapping QOS flow to DRB will be supported, then which node determines the high-layer configuration of the DRB ( including the number of configured DRBs, the mapping relationship of QoS flow to DRB and the appropriate DRB id ) should be further discussed.

According to the description from TS 37.340:

-
QoS flows belonging to the same PDU session may be mapped to different bearer types (see subclause 4.2.2) and as a result there may be two different SDAP entities configured for the same PDU session: one at the MN and another one at the SN, in which case the MN decides which QoS flows are assigned to the SDAP entity in the SN;
And

 -
The MN or SN node that hosts the SDAP entity for a given QoS flow decides how to map the QoS flow to DRBs
That is, Whether MN or SN, it is possible to determine the mapping relationship between a given QoS flow and DRB. Further, once the mapping relationship is determined, it means that the number of configured DRBs within a node is determined. Therefore, for the high-layer configuration of DRB, all that remains is how to determine the DRB id?
According to the conclusion from RAN2, “For MR-DC the DRB ID is uniquely assigned for one UE (independent of whether it is MCG or SCG DRB”. On the one hand, it is necessary to ensure that the total number of DRB allocated by MN and SN does not exceed the maximum specified numbers for DRB, in addition, the DRB id belonging to the two nodes cannot conflict with each other. 
To solve this problem, some companies have proposed two solutions [2]:
Solution 1：Only the MN is allowed to assign a DRB ID no matter whether SDAP is in MN or SN 
Solution 2：DRB ids available are provided to SN by MN during the initial setup, and the negotiation of the shares of the entire DRB ID pool between MN and SN is necessary
The first option is same as the mechanism used in LTE DC, there is signaling delay issue for the option, since the SN needs to interact with MN every time one or more DRBs within SN are added or deleted. Especially for the DRB update that can be reconfigured via direct SRB3, with this option, SN is required to apply for DRB ID to MN first.   
For the second option, the semi-static allocation of DRB space is applied, if the number of DRBs requested by SN does not exceed that share, SN can independently allocate DRB id for a given QoS flow without MN involvement. Therefore, compared with the first option, it can save signaling delay in this case. However, if the number of DRBs requested by SN exceeds that share, it is necessary to have a negotiation with MN which requires the introduction of a new procedure to re-allocate that share. In this respect, no matter whether it is successful or not, there will be a signaling delay for DRB update in SN.
Observation 1: Compared with option 1, option 2 can save signaling delay in case the number of DRBs requested by SN does not exceed that share of MN and SN.
Besides the above two solutions,there is a third solution that could be considered as below:
Solution 3: As long as there is any change on the DRB IDs used in MN or SN, the corresponding node will be notified via the SN modification procedure. With this solution, the DRB space can be maximized at any time either in MN or SN.
This option is completely dynamic. However, as the notification procedure is performed after the completion of the DRB reconfiguration procedure towards UE, it will not bring extra signaling delay for DRB update in SN. 
Observation 2: MN and SN updating their own DRB ID timely with each other can make full use of DRB space without additional signaling delay.

The following are the comparative tables for the three options：
	
	Option 1
	Option 2
	Option 3

	Signaling delay
	Bring additional signaling delay
	 Saving signaling delay in case the number of DRBs requested < = the share of MN and SN 
	 Saving signaling delay in any case

	Signaling overhead over Xn
	Medium
	Small
	Medium

	Impact on the protocol
	Introduce additional IEs in Addition / Modification procedure.
	Introduce additional IEs in Addition procedure and a new class 1 negotiation procedure.
	Introduce additional IEs in Addition / Modification procedure.


Proposal 1: RAN3 discuss these options and further determine which option is more suitable for DRB ID assignment for MR-DC with 5G CN.
We have a slight preference on option 3 and TP for option 3 is provided.
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Conclusion

In the present contribution we make the following observations:

Observation 1: Compared with option 1, option 2 can save signaling delay in case the number of DRBs requested by SN does not exceed that share of MN and SN.
Observation 2: MN and SN updating their own DRB ID timely with each other can make full use of DRB space without additional signaling delay.
Based on the discussion in the present contribution and the observations above we propose: 

Proposal 1: RAN3 discuss these options and further determine which option is more suitable for DRB ID assignment for MR-DC with 5G CN. 
We have a slight preference on option 3 and TP for option 3 is provided.
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TP for XnAP TS 37.340
//////////////////////////////////////////////////////////////////////////// 1st Change  /////////////////////////////////////////////////////////////////////////////////
8.2
Bearer type selection

In EN-DC, for each radio bearer the MN decides the location of the PDCP entity and in which cell group(s) radio resources are to be configured. Once an SN terminated split bearer is established, e.g. by means of the Secondary Node Addition procedure or MN initiated Secondary Node Modification procedure, the SN may remove and later on add SCG resources for the respective E-RAB, as long as the QoS for the respective E-RAB is guaranteed.

In MR-DC with 5GC, the following principles apply:

-
The MN decides per PDU session the location of the SDAP entity, i.e. whether it shall be hosted by the MN or the SN or by both;

-
If the MN decides to host an SDAP entity it may decide some of the related QoS flows to be realized as MCG bearer, some as SCG bearer, and others to be realized as split bearer;

-
If the MN decides that an SDAP entity shall be hosted in the SN, some of the related QoS flows may be realized as SCG bearer, some as MCG bearer, while others may be realized as split bearer. The SN may remove or add SCG resources for the respective QoS flows, as long as the QoS for the respective QoS flow is guaranteed.
-
MN/SN respectively decides DRB ids to be used based on the lastest available DRB ids stored in local node.
-
During SN Addition and Modification procedure, MN and SN update the their already existing DRB ids with each other.
//////////////////////////////////////////////////////////////////////////// End of Change  /////////////////////////////////////////////////////////////////////////////
