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1. Introduction
The IAB study item aims to define integrated access and backhauling (IAB) solutions for NR [1]. It has been agreed that IAB supports topology adaptation [2]. Further, two architecture groups have been defined and included in the study [2]. 
In RAN-3 #100, a text proposal defined the spanning-tree (ST) and the directed-acyclic-graph (DAG) topologies to be supported by IAB [3]. The DAG supports topological redundancy.
This paper discusses procedures to establish topological redundancy for architecture 1a, which belongs to architecture group 1.  

2. Discussion
2.1 Goals of Topological Redundancy
Topological redundancy has the goal to enable robust operation, e.g., in case of backhaul link blockage, and to balance load across backhaul links. Establishment and management of topological redundancy is part of topology adaptation.

2.2 Tasks to topology adaptation
Topology adaptation includes the following tasks:

· Information collection
· Information includes, e.g., backhaul link quality, link- and node-load, neighbor-node signal strength.
· Collection applies to sufficiently large area of the IAB topology.

· Topology determination
· Deciding best topology based on the collected info and following a performance objective. 

· Topology reconfiguration
· Adjusting topology based on topology determination, through e.g. establishing or adding new connections, releasing other connections, changing routes, etc. 

The following discussion mainly focuses on topology and route reconfiguration. In this discussion, it is assumed that existing Rel-15 procedures for measurements, handover, dual-connectivity and F1-interface management are baseline for topology reconfiguration in architecture 1. Furthermore, Rel-16 related procedures should be considered when these procedures are available. 
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Figure 1: Examples for spanning tree and directed acyclic graph. The arrow indicates the directionality of the graph edge.
2.3 Topologies considered

TR 38.874 section 9.2 considers two topologies (Figure 1):

· Spanning tree (ST) topology
· Directed acyclic graph (DAG) topology
In ST-topologies, there is only one route between each IAB-node and the CU. Only DAG-topologies support redundant routes between an IAB-node and the CU. 
In architecture group 1, redundant routes may involve multiple IAB-donor-DUs. Further, redundant routes may simultaneously run traffic, or, alternatively, only one route is active and the other holds backup status. 

Given the time constraints of the IAB study item, redundant connectivity should be confined to topologies underneath one common CU-CP. 

Proposal 1: For the first IAB-release, redundant connectivity should be confined to topologies underneath one common CU-CP.

The following discussion proposes a procedure to add a redundant route to a ST topology, which results in a DAG. This procedure can also be applied to a DAG, which increase the DAG’s degree of connectivity. 
2.4 Adding redundant routes in architecture 1a
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Figure 2. Topology adaptation to create redundant routes for green IAB-node.
Figure 2 shows a ST topology with five IAB nodes connected to an IAB-donor which holds two DUs. One IAB-node in this topology, referred to as dual-connecting IAB-node, starts out with an MCG-link to a parent IAB-node-DU and it adds an SCG-link to a another IAB-nod-DU. In this example, the dual-connecting IAB-node has two UE attached, where each UE has a default-bearer established with F1-U GTP-U 1 and F1-U GTP-U 2, respectively. After connecting to the SCG, an additional route is established between the dual-connecting IAB-node-DU and the CU via the SCG-path. 

Since the new route uses a difference IAB-donor DU, it is associated with a different IP address on the wireline fronthaul. The CU can add this IP address as an alternative SCTP end point for F1-C to the dual-connecting IAB-node-DU. In this manner, enhanced CP robustness can be achieved for the dual-connecting IAB-node-DU. 
In this example, the CU further migrates traffic for UE 2 to the new route while it keeps traffic for UE1 at the initial route. In this manner, load is balanced over both routes.
Figure 2a shows the topology before addition of the SCG. Figure 2b shows the topology after establishment of SCG link and additional route. 
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Figure 3. Procedure for adding SCG link and redundant route to dual-connecting IAB-node shown in Figure 2
It is assumed that topology adaptation is initiated by the CU based on measurements reported by the dual-connecting-IAB-node-MT. The CU’s topology adaptation decision may include measurements by other IAB-nodes. The measurements may be based on a measurement configuration the IAB-nodes received from the CU before. 
Figure 3 shows the topology adaptation procedure for the dual-connecting IAB-node. This procedure leverages signalling for adding a link to a SCG as defined for NR in Rel-15 (black box in Fig. 3). Additional signalling is supported for route addition (blue box in Fig. 3). 
The procedure contains the following steps:
1.
A connection to the SCG on established for the dual-connecting IAB-node-MT using Rel-15 NR procedures.
A.  The gNB-CU configures a new adaptation-layer route (SCG-route) on the wireless backhaul between dual-connecting IAB-node and IAB-donor DU via the SCG IAB-node.  It further configures a forwarding entry between the fronthaul and the new route on the wireless backhaul. The detailed steps depend on the particular UP and CP transport option (see below).
B.  For IAB: The gNB-CU adds an alternative SCTP path for F1-C of the dual-connecting-IAB-node-DU. The detailed steps depend on the particular CP transport option (see below). The gNB-CU further redirects the F1-U tunnel for UE 2 from the old route to the new route. 
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Figure 4. Procedure for adding SCG link and redundant route to a descendant IAB-node
Figure 4 shows establishment of route redundancy for a descendant IAB-node (pink) of the dual-connecting IAB-node (green). The figure illustrates that the above steps A and B also have to be conducted for this descendant IAB-node.
2.5  Detailed steps of topology adaptation in architecture 1a
The IAB-related steps A and B depend on the particular UP and CP transport option chosen. Some details related to these UP and CP options are provided here: 
Step A: Establishment of new route

· Route establishment uses the same procedure as during IAB-node setup. Routing entries need to be configured on at least all IAB nodes that reside on the section of the new path that does not overlap with the old path. In case new routing identifiers are used for the new route, all IAB-nodes on the new path need to be configured. 
· A forwarding entry needs to be configured on the new IAB-donor DU to interconnect the TNL between IAB-donor DU and CU with the new adaptation-layer route between the new IAB-donor DU and the migrating IAB-node. The details of this forwarding entry depend on the identifiers used for routing on the wireless backhaul. 

· In case the migrating IAB-node supports an IP-address on the adaptation layer (e.g. CP alternative 4), which is derived from a fronthaul IP-prefix owned by the IAB-donor DU, the IAB-node needs to obtain a new IP address when the IAB-donor DU changes. The new IP address can be obtained in the same manner as during IAB-node setup. 
· In case end-to-end RLC is supported between UE and IAB-donor DU, migration of the UE-bearer to the new route as discussed in this context can be accomplished in the following manner:
· Option 1: The entire RLC-state is migrated from the old path IAB-donor DU to the new path IAB-donor DU, which can remain transparent to the UE.

· Option 2: RLC is reset and re-established, which is not transparent to the UE.

· In case hop-by-hop RLC is supported between UE and IAB-donor DU, migration of the UE-bearer as discussed in this context may lead to data loss for UL traffic. TR 38.974 section 8.2.3 discusses potential remedies.
Step B: Redirection of F1-U tunnels and F1-AP onto new route

· In case the IAB-donor-DU is different for the SCG route that the MCG route, the F1-TNL-end points have to be reconfigured. The TNL addresses for F1 are either those of the IAB-donor-DU (CP alternative 1, 2, and 3) or of the migrating IAB-node (CP alternative 4). In this latter case, the migrating IAB-node’s IP address changes during topology adaptation as discussed under Step A.

· For UP, the CU configures new F1-U tunnels with the dual-connecting-IAB-node’s DU via UE Context Modification Request/Response handshake.
· For CP, the CU can add the new F1-C TNL address as an alternative IP-address to the F1-C’s SCTP layer.
Proposal 2: Include the above discussion into TR 38.874.
3. Conclusions

This contribution discusses establishment of route redundancy for architecture 1a. The following proposals have been made:
Proposal 1: For the first IAB-release, redundant connectivity should be confined to topologies underneath one common CU-CP.

Proposal 2: Include the above discussion into TR 38.874.
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9.x Topology Adaptation

9.x.1 Goals of Topological Redundancy

Topological redundancy has the goal to enable robust operation, e.g., in case of backhaul link blockage, and to balance load across backhaul links. Establishment and management of topological redundancy is part of topology adaptation.

9.x.2 Tasks to topology adaptation

Topology adaptation includes the following tasks:

· Information collection
· Information includes, e.g., backhaul link quality, link- and node-load, neighbor-node signal strength.
· Collection applies to sufficiently large area of the IAB topology.

· Topology determination
· Deciding best topology based on the collected info and following a performance objective. 

· Topology reconfiguration
· Adjusting topology based on topology determination, through e.g. establishing or adding new connections, releasing other connections, changing routes, etc. 

The following discussion mainly focuses on topology and route reconfiguration. In this discussion, it is assumed that existing Rel-15 procedures for handover, dual-connectivity and F1-interface management are baseline for topology reconfiguration in architecture 1. Furthermore, Rel-16 related procedures should be considered when these procedures are available. 
9.x.3 Adding redundant routes in architecture 1a
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Figure 9.x.3-1 Topology adaptation to create redundant routes for green IAB-node.
Figure 9.x.3-1 shows a ST topology with five IAB nodes connected to an IAB-donor which holds two DUs. One IAB-node in this topology, referred to as dual-connecting IAB-node, starts out with an MCG-link to a parent IAB-node-DU and it adds an SCG-link to a another IAB-nod-DU. In this example, the dual-connecting IAB-node has two UE attached, where each UE has a default-bearer established with F1-U GTP-U 1 and F1-U GTP-U 2, respectively. After connecting to the SCG, an additional route is established between the dual-connecting IAB-node-DU and the CU via the SCG-path. 

Since the new route uses a difference IAB-donor DU, it is associated with a different IP address on the wireline fronthaul. The CU can add this IP address as an alternative SCTP end point for F1-C to the dual-connecting IAB-node-DU. In this manner, enhanced CP robustness can be achieved for the dual-connecting IAB-node-DU. 

In this example, the CU further migrates traffic for UE 2 to the new route while it keeps traffic for UE1 at the initial route. In this manner, load is balanced over both routes.

Figure 9.x.3-1a shows the topology before addition of the SCG. Figure 9.x.3-1b shows the topology after establishment of SCG link and additional route. 
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Figure 9.x.3-2. Procedure for adding SCG link and redundant route to dual-connecting IAB-node shown in Figure 9.x.3-1
It is assumed that topology adaptation is initiated by the CU based on measurements reported by the dual-connecting-IAB-node-MT. The CU’s topology adaptation decision may include measurements by other IAB-nodes. The measurements may be based on a measurement configuration the IAB-nodes received from the CU before. 

Figure 9.x.3-2 shows the topology adaptation procedure for the dual-connecting IAB-node. This procedure leverages signalling for adding a link to a SCG as defined for NR in Rel-15 (black box in Fig. 9.x.3-2). Additional signalling is supported for route addition (blue box in Fig. 9.x.3-2). 

The procedure contains the following steps:

1.
A connection to the SCG on established for the dual-connecting IAB-node-MT using Rel-15 NR procedures.
A.  The gNB-CU configures a new adaptation-layer route (SCG-route) on the wireless backhaul between dual-connecting IAB-node and IAB-donor DU via the SCG IAB-node.  It further configures a forwarding entry between the fronthaul and the new route on the wireless backhaul. The detailed steps depend on the particular UP and CP transport option (see below).
B.  For IAB: The gNB-CU adds an alternative SCTP path for F1-C of the dual-connecting-IAB-node-DU. The detailed steps depend on the particular CP transport option (see below). The gNB-CU further redirects the F1-U tunnel for UE 2 from the old route to the new route. 
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Figure 9.x.3-3. Procedure for adding SCG link and redundant route to a descendant IAB-node
Figure 9.x.3-3 shows establishment of route redundancy for a descendant IAB-node (pink) of the dual-connecting IAB-node (green). The figure illustrates that the above steps A and B also have to be conducted for this descendant IAB-node.

9.x.4  Detailed steps of topology adaptation in architecture 1a
The IAB-related steps A and B depend on the particular UP and CP transport option chosen. Some details related to these UP and CP options are provided here: 

Step A: Establishment of new route

· Route establishment uses the same procedure as during IAB-node setup. Routing entries need to be configured on at least all IAB nodes that reside on the section of the new path that does not overlap with the old path. In case new routing identifiers are used for the new route, all IAB-nodes on the new path need to be configured. 

· A forwarding entry needs to be configured on the new IAB-donor DU to interconnect the TNL between IAB-donor DU and CU with the new adaptation-layer route between the new IAB-donor DU and the migrating IAB-node. The details of this forwarding entry depend on the identifiers used for routing on the wireless backhaul. 

· In case the migrating IAB-node supports an IP-address on the adaptation layer (e.g. CP alternative 4), which is derived from a fronthaul IP-prefix owned by the IAB-donor DU, the IAB-node needs to obtain a new IP address when the IAB-donor DU changes. The new IP address can be obtained in the same manner as during IAB-node setup. 

· In case end-to-end RLC is supported between UE and IAB-donor DU, migration of the UE-bearer to the new route as discussed in this context can be accomplished in the following manner:

· Option 1: The entire RLC-state is migrated from the old path IAB-donor DU to the new path IAB-donor DU, which can remain transparent to the UE.

· Option 2: RLC is reset and re-established, which is not transparent to the UE.

· In case hop-by-hop RLC is supported between UE and IAB-donor DU, migration of the UE-bearer as discussed in this context may lead to data loss for UL traffic. TR 38.974 section 8.2.3 discusses potential remedies.
Step B: Redirection of F1-U tunnels and F1-AP onto new route

· In case the IAB-donor-DU is different for the SCG route that the MCG route, the F1-TNL-end points have to be reconfigured. The TNL addresses for F1 are either those of the IAB-donor-DU (CP alternative 1, 2, and 3) or of the migrating IAB-node (CP alternative 4). In this latter case, the migrating IAB-node’s IP address changes during topology adaptation as discussed under Step A.

· For UP, the CU configures new F1-U tunnels with the dual-connecting-IAB-node’s DU via UE Context Modification Request/Response handshake.

· For CP, the CU can add the new F1-C TNL address as an alternative IP-address to the F1-C’s SCTP layer.
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