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Introduction
RAN2 agreed that DL QoS flow remapping is left up to gNB implementation. This means that it is left up to gNB on how to guarantee in-order delivery when a DL QoS flow is remapped to another DRB. However, in some NR deployments for which SDAP/PDCP and lower layer protocols are separated located and thus having to rely on a flow control feedback mechanism as a way to know successful delivery of packets, we observed that a large remapping delay may be incurred in the current mechanisms. Some enhancement is necessary to minimize DL QoS flow remapping delay (and thus service interruption) in those deployments. For this problem, this contribution provide some analysis and discuss possible solutions.
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Discussion

2.1     Problem description

In NR, gNB maps QoS flows into DRBs. It can also remap a QoS flow into another DRB whenever needed. For a DL QoS flow remapping, RAN2-101 agreed that it is left up to gNB implementation with some FFS: 

RAN2-101 Agreements:

=>  For DL it is left up to gNB implementation. FFS if RAN3 signalling is required.
=>  FFS - We define an end/start marker on UE side and how it is used it is up to gNB implementation.   At least for RLC AM the start/end marker solution is used as a baseline. 

The FFS part on RAN3 signalling is related to how gNB guarantees in-order delivery during flow remapping, considering that there is no reordering functionality in the SDAP layer and no spare bit left in the DL SDAP header for additional enhancement to support in-order delivery [1]. That is, how gNB makes sure that the last flow packet in the source DRB is delivered to the UE before the first remapped flow packet in the target DRB is delivered.

Observation 1: During DL QoS flow remapping, gNB needs to make sure the last flow packet in the source DRB is delivered to the UE before the first remapped flow packet in the target DRB is delivered.

Observation 2: There is no reordering functionality in the UE SDAP layer and no spare bit left in the DL SDAP header for additional enhancement to support in-order delivery during DL QoS flow remapping.

If the protocol layers are co-located, then there would be no delay for gNB to know the successful delivery of the last PDCP packet in the source DRB. There is only a small interruption before remapping to a target DRB that gNB needs to wait for the last PDCP packet in the source DRB to be successfully delivered – but this is a small price to pay as being left up to gNB implementation.

However, in some NR deployments, a successful delivery indication has to come from a distant location. One example is CU-DU architecture where gNB-CU hosing PDCP entity is located in a cloud. Another example is a dual connectivity scenario where a QoS flow to be remapped in MN or SN has been served by e.g. MN terminated SCG bearer or SN terminated MCG bearer. In those deployments, a round trip delay is inevitable from the last PDCP packet sent until knowing its successful delivery and starts remapping. 
Observation 3: In some NR deployment with CU-DU architecture or DC scenario, a RTT is inevitable from the last PDCP packet sent until knowing its successful delivery and starts remapping.
What makes remapping delay worse in those deployments is that the successful delivery of packets has to rely on a flow control DDDS feedback, but the timing of DDDS triggering is left up to implementation in general. Polling is in place but the intention is to send feedback immediately when polled, not when a specific PDCP packet (e.g. the last PDCP packet in the source DRB) is successfully delivered to the UE. Given that a node hosting PDCP entity cannot know when exactly the last PDCP packet would be successfully delivered (i.e. the time X in Figure 1), the polling may be too early – useless for the purpose of knowing whether the last PDCP packet has been delivered. Or sending feedback may be too late (either by on its own or polled), which incurs additional delay (i.e. the time Y in Figure 1). There could be unexpected/undesired delay until the DDDS including the indication of successful delivery of the last PDCP packet in the source DRB is triggered.
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Figure 1.  QoS flow remapping delay in CU-DU architecture, consisting of RTT and a time X that the last packet is successfully delivered at DU upon arrival, plus a time Y until DDDS including the delivery indication is triggered.

Observation 4: Additionally, there could be some unexpected delay until the DDDS including the delivery indication of the last PDCP packet is triggered, where the current polling mechanism could not be of much help.
Therefore, some enhancements seems necessary to minimize flow remapping delay (and thus service interruption) in NR deployments for which SDAP/PDCP and lower layer protocols are separated located and thus having to rely on a flow control feedback mechanism as a way to know successful delivery of packets.
Proposal 1: Enhance UP specification to minimize DL flow remapping delay (and thus service interruption) in NR deployments for which SDAP/PDCP and lower layer protocols are separated located.

2.2     Solution description

Several solutions can be considered to minimize DL QoS flow remapping delay while guaranteeing flow-level in-order delivery. In general, we can consider two approaches:

·  Solution 1: Trigger DDDS when a specific PDCP packet is successfully delivered.

· Given that a successful delivery feedback has to come from a distant location and thus there is a RTT anyway, this solution removes an unexpected/undesired time Y in Figure 1, i.e., by allowing a node hosting PDCP entity to trigger feedback as soon as the last PDCP packet of a to-be-remapped QoS flow is successfully delivered.
·  Solution 2: Go ahead remapping but leave the corresponding node to guarantee in-order delivery. 

· A node hosting PDCP entity can go ahead remapping a flow and transmit PDCP PDUs of both source and target DRBs, but informs the corresponding node to only start delivering in target DRB once a specific PDCP SN in the source DRB is successfully delivered. In this way, the PDCP PDUs of source and target DRBs during QoS flow remapping can be buffered in the corresponding node, thus effectively eliminating a need to provide DDDS feedback to CU, thus saving RTT delay.
· For example, suppose a QoS flow is remapped from DRB1 to DRB2, and the last packet of the QoS flow in DRB1 has PDCP SN of x, and the first packet of the QoS flow in DRB2 has PDCP SN of y. Then CU informs DU that all PDCP PDUs in DRB2 starting from SN y cannot be transmitted to UE until the PDCP PDU of SN x in DRB1 has been successfully delivered to the UE. 
The Solution 1 is simple but RTT always exists. On the other hand, the Solution 2 can further eliminate RTT thus achieves the optimal delay (leaving only the time X in Figure 1) as if protocol layers are co-located. The price to pay is that inter-DRB operation is required in the corresponding node. Moreover, there can be some blocking of other QoS flows having been transmitted over the target DRB (i.e. PDCP PDUs with SN more than y) because the target DRB PDCP PDUs from the first remapped flow packet are held up in the corresponding node, although temporarily, until the last flow packet in the source DRB is confirmed successfully delivered. On the other hand, the Solution 1 does not impact on other QoS flows in the target DRB – remapping happens only when  in-order delivery is made sure by the node hosting PDCP entity.

For the Solution 2 approach, note that the corresponding node may not block other QoS flows, because the target DRB PDCP entity will anyway allocate PDCP SNs continuously and due to PDCP window, the transmitter can tolerate transmitting SN more than y up to some time. Also from receiver’s perspective, any packet after SN of y cannot be delivered to upper layers anyway due to the in order delivery of PDCP layer. However, blocking happens if the time X in Figure 1 (i.e. time until SN x of source DRB is successfully delivered) takes more than transmitting half of the target DRB PDCP SN space (as otherwise it may create HFN desynch in the target DRB). 

Moreover, the advantage of the Solution 2 achieving optimal delay (by saving RTT) is only applicable when the source and target DRBs are served by the same node. If they are served by different nodes (e.g. when MN decides to remap a QoS flow served by MN terminated SCG bearer into MN terminated MCG bearer), then RTT delay cannot be avoided.

The following table summarizes the pros and cons of the above two solution approaches. 

	
	Solution 1
	Solution 2

	Description
	Trigger DDDS when a specific PDCP PDU is successfully delivered
	Go ahead remapping and leave the corresponding node to guarantee flow-level in-order delivery

	QoS remapping delay
	RTT always incurred
	Optimal (as if protocols are co-located) but only when source/target DRBs are served by the same node; Otherwise, RTT always incurred.

	Impacts on other QoS flows in target DRB
	No impact
	Blocking may exist or happen

	Inter-DRB operation
	Not required
	Required

	Spec. impacts
	Simple
	Complex


Since we have a unified UP specification for Xn and F1 interface, it would be better to adopt a solution that can be applicable to any flow remapping scenario. On the other hand, for scenarios where the source and target DRBs are served by the same node handling lower layers, the Solution 2 has a great advantage of achieving the optimal delay with some inter-DRB operation. We thus propose to specify the Solution 1 and FFS for the Solution 2 for such scenarios. 
Proposal 2: Specify Solution 1 (Trigger DDDS when a specific PDCP PDU is successfully delivered). 

Proposal 3: FFS on Solution 2 (Go ahead remapping but leave the corresponding node to guarantee in-order delivery) for scenarios where the source and target DRBs are served by the same node of lower layers.
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Conclusions and proposals

In the present contribution we make the following observations:

Observation 1: During DL QoS flow remapping, gNB needs to make sure the last flow packet in the source DRB is delivered to the UE before the first remapped flow packet in the target DRB is delivered.

Observation 2: There is no reordering functionality in the UE SDAP layer and no spare bit left in the DL SDAP header for additional enhancement to support in-order delivery during DL QoS flow remapping.
Observation 3: In some NR deployment with CU-DU architecture or DC scenario, a RTT is inevitable from the last PDCP packet sent until knowing its successful delivery and starts remapping.
Observation 4: Additionally, there could be some unexpected delay until the DDDS including the delivery indication of the last PDCP packet is triggered, where the current polling mechanism could not be of much help.
Based on the discussion in the present contribution and the observations above we propose: 

Proposal 1: Enhance UP specification to minimize DL flow remapping delay (and thus service interruption) in NR deployments for which SDAP/PDCP and lower layer protocols are separated located.

Proposal 2: Specify Solution 1 (Trigger DDDS when a specific PDCP PDU is successfully delivered). 

Proposal 3: FFS on Solution 2 (Go ahead remapping but leave the corresponding node to guarantee in-order delivery) for scenarios where the source and target DRBs are served by the same node of lower layers.
The corresponding CR to NR BL CR for TS 38.425 [3] for Solution 1 is provided in Section 5.
4

References
[1] R2-1803424, “Further considerations on in-order QoS flow remapping”, MediaTek Inc.

[2] TS 38.425, “NG-RAN; NR user plane protocol”, v15.2.0 
[3] R3-184391, “BL CR for TS 38.425 covering agreements from RAN3-AH-1807”, Samsung

5

TP to BL CR for TS 38.425
----------------------------- First Change ----------------------------------------
5.4.1
Transfer of Downlink User Data

5.4.1.1
Successful operation

The purpose of the Transfer of Downlink User Data procedure is to provide NR-U specific sequence number information at the transfer of user data carrying a DL NR PDCP PDU from the node hosting the NR PDCP entity to the corresponding node.

An NR user plane instance making use of the Transfer of Downlink User Data procedure is associated to a single data radio bearer only.

The node hosting the NR PDCP entity shall assign consecutive NR-U sequence numbers to each transferred NR-U packet.
The node hosting the NR PDCP entity indicates to the corresponding node whether this NR-U packet is a retransmission of NR PDCP PDU.

The node hosting the NR PDCP entity can indicate to the corresponding node to either discard all NR PDCP PDUs up to and including a defined DL discard NR PDCP PDU SN or discard one or a number of blocks of downlink NR PDCP PDUs.

If the Assistance Information Report Polling Flag is equal to 1, the corresponding node shall, if supported, send the ASSISTANCE INFORMATION DATA to the node hosting the NR PDCP entity.

The corresponding node shall detect whether an NR-U packet was lost and memorise the respective sequence number after it has declared the respective NR-U packet as being "lost".

The corresponding node shall transfer the remaining NR PDCP PDUs towards the UE and memorise the highest NR PDCP PDU sequence number of the NR PDCP PDU that was successfully delivered in sequence towards the UE (in case RLC AM is used) and the highest NR PDCP PDU sequence number of the NR PDCP PDU that was transmitted to the lower layers.

The corresponding node shall send the DL DATA DELIVERY STATUS if the Report Polling Flag is set or when the NR PDCP PDU with the indicated sequence number has been successfully delivered, unless a situation of overload at the corresponding node is encountered.

NOTE:
The Transfer of Downlink User Data procedure and the associated feedback of lost NR-U packets assist the node hosting the NR PDCP entity in avoiding NR PDCP HFN de-synchronisation. If a deployment decides to not use the Transfer of Downlink User Data procedure, NR PDCP HFN synchronization should be ensured by other means.
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Figure 5.4.1.1-1: Successful Transfer of Downlink User Data

5.4.1.2
Unsuccessful operation

Void.

-----------------------------  Next Change ----------------------------------------
5.5.2.1
DL USER DATA (PDU Type 0)

This frame format is defined to allow the corresponding node to detect lost NR-U packets and is associated with the transfer of a Downlink NR PDCP PDU.

The following shows the respective DL USER DATA frame.

	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	PDU Type (=0)
	Spare bit extended flag
	DL Discard Blocks
	DL Flush
	Report polling
	1

	Spare
	Report Delivered
	Retransmission flag
	1

	NR-U Sequence Number
	3

	DL discard NR PDCP PDU SN
	0 or 3

	DL discard Number of blocks
	0 or 1

	DL discard NR PDCP PDU SN start (first block)
	0 or 3

	Discarded Block size (first block)
	0 or 1

	…
	

	DL discard NR PDCP PDU SN start (last block)
	0 or 3

	Discarded Block size (last block)
	0 or 1

	DL report NR PDCP PDU SN
	0 or 3

	Padding
	0-3



Figure 5.5.2.1-1: DL USER DATA (PDU Type 0) Format

-----------------------------  Next Change ----------------------------------------
5.5.3.X
Report Delivered
Description: This parameter indicates the presence of DL report NR PDCP PDU SN.

Value range: {0= DL report NR PDCP PDU SN not present, 1= DL discard NR PDCP PDU SN present}.

Field length: 1 bit.

5.5.3.Y
DL report NR PDCP PDU SN
Description: This parameter indicates that the node hosting PDCP entity requests providing the down link delivery status report when the NR PDCP PDU with this sequence number has been successfully delivered.

Value range: {0..224-1}.

Field length: 3 octets.
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