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1. Introduction
At the previous RAN3 meeting (AH1807), a working assumption was taken that TNL address discovery in EN-DC is based on S1 procedures. This document further discusses the current and past proposals.
2. Status of TNL address discovery status
RAN3 has just arrived at the following working assumptions in the AH1807 meeting:

This working assumption was taken after a period of nearly a year without any discussion, and so understandably the original exchanges on requirements and constraints were somewhat lost. For example, there was an assumption that the MME impacts should be minimized. Also, the only strong argument against the family of solutions based on X2 GW signalling is the need for a “new node” – but it is clear that this is just a functionally simple logical node that could be physically collocated with a small subset of eNBs (or en-gNBs), and which could be activated on the basis of a rather small number of such operational nodes.
In a previous contribution, we had noted that the X2 GW-like solution is by far the simplest in terms of standards impact, but it does have the drawback of deviating from the general design of release 8 TNL address discovery (and in fact from what is likely to happen in NG-RAN) [1]. In the same contribution we also described an alternative based on S1 signalling.
So, although there is a rationale to continue on the path of designing an S1-based solution, the details still merit consideration; particularly when the RAN2 signalling is not fully ready.
Below we briefly discuss first the proposal discussed in the last meeting [2,3], and the previous proposal.

3. Proposal based on MME-awareness of ng-eNB

The solution of [2,3] is based on new functionality in eNBs and the MME. 

· There is a designated proxy eNB which declares the identities of the en-gNB to the MME (including en-gNB ID and configured TAs. The MME stores these as part of the eNB configuration.
· An eNB that becomes aware of a cell belonging to the en-gNB sends (as per release 8) constructs a eNB CONFIGURATION TRANSFER message with a new IE, containing SON information (essentially the request) plus source/target addresses (IDs plus TAs).
· The MME constructs an equivalent MME CONFIGURATION TRANSFER message towards the eNB which has declared the correct en-gNB ID and TA combination.

· Subsequently the flow takes place in the reverse direction, the routing is now trivial (same as release 8 since the target is an eNB which is already well defined).

This solution raises several issues which require further discussion:

1. MME impact: obviously the MME needs to store new type of information and effectively have a new database for matching IDs related to the en-gNB. Also, this functionality must be provided to all MMEs connected to eNBs that support option 3.
2. eNB impact (source): it is not clear how the “source” eNB constructs the target address in the case of the configured TAC. By definition, this is not broadcast, hence it is either a dummy parameter (that indicates en-gNBs in general), or the eNB has access to a database that relates broadcast to configured TACs (but this somehow negates the idea of having configured TACs in the first place).
3. Inter-operability: the X2 address(es) of the en-gNB need(s) to be stored in the eNB that acts as a proxy. This implies either some form of DB synchronization, or in fact that the two nodes share the same OAM and are in fact the same node from an OAM perspective (i.e. likely collocated).

4. Address flexibility: with this scheme, the address provided to other eNBs is always the same, unless again databases are synchronized, or the two nodes are one and the same. This is a departure from LTE, where the nodes have complete freedom to use different addresses towards different peers.

5. S10 impact:  there is no reason why the proxy eNB must be under the same MME as the source eNB, hence an extension of the inter-MME signalling is also required. Note however that the attribution of configured TAs must be such that inter-MME routing works (i.e. if an eNB with a configured TA connects to a certain set of MMEs, then all eNBs with the same configured TA must also connect to the same set of MMEs).
Observation 1: The solution provided in [2,3] requires further discussion and is certainly not complete (as presented).
4. Recap of previous proposal based on rel8 S1 approach

Ideally a solution based on S1 should have the following characteristics

· Not require a proxy, i.e. communication to go directly to the en-gNB

· Not tie en-gNB to an existing eNB (e.g. allow for separate OAM and non-colocation)
· Enable the MME to route to the correct node without extra IEs

A possible way to achieve this is described below:

Assume that each en-gNB is associated to a “virtual eNB” by implementation means, which itself is configured with a valid eNB ID. The correspondence between the eNB ID and the NR cell IDs in the en-gNB is further considered below. The virtual eNB acts as a normal eNB in that it sets S1-c towards the configured MMEs (i.e. a pool). From this perspective, the S1-c looks normal but there will be almost no traffic over it since there will never be any procedures that create a UE context in the eNB. Consequently, there will not be any corresponding S1-u tunnels.

The figure below shows the “virtual architecture”:
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Figure 1 Architecture showing a combined node with a virtual logic eNB and an en-gNB

Then, the process of TNL address discovery could follow the flow shown below, here triggered by an eNB:
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Figure 2
TNL address discovery using Virtual eNB

In step 3, the “virtual eNB” has access to the IP addresses used to set up the TNL towards the logical en-gNB. The process is identical to release 8. It is of course possible to add some new RAN-only IEs if needed, but the routing IEs are not impacted. For example, such IEs could be used by the receiving node to confirm that it is indeed the intended target in case of ambiguity, see further below.
Then, the remaining issue to resolve in this approach is routing: how does the MME decide to send the Configuration Transfer message to the correct eNB (in this case, “virtual”)? This is related to how the eNB fills the “Target ID”.
For the TAI(s), the virtual eNB should declare the configured TAIs, which should be set to be different from those used by real LTE eNBs, so no UEs will ever be registered in these TAIs. In any case, the configured TAI allocation still obeys the same rules as today, i.e. any TAI is a subset of a pool area. 

The main issue is how the “source” determines the declared eNB ID. One option is to tie this to the NR cell ID. For example, allocate the en-gNB NR cell IDs in a way that copies the LTE practice i.e. by ensuring that the 20-bit prefix is common to all NR cell IDs in a en-gNB. This 20-bit prefix is then used as the eNB ID by the “virtual eNB” declared in S1 Setup; and the detecting eNB also takes the 20-bit prefix of the NR cell ID as the target eNB ID towards the MME. 

For the TAC, a simple option is to create a mapping between configured and 5GS TAC (which will be reported by the UE).
The routing should work without any ambiguities in the MME, and the only concern is use of the ID space by en-gNBs and NR cells. However, if ID space is a problem, it can be noted that this should work even if there are duplicates (LTE/NR) provided these are not connected to the same MME. Another option would be to make use of the recently introduced 21-bit eNB IDs assuming the MMEs support this.

An alternative for the target eNB ID is that the source (knowing it is a NR cell) uses a reserved value for the eNB ID. Then the result is that the MME’s routing algorithm may find no eNB ID match (like the case with HeNB GW), and multiple nodes with the same TA. In this case, the MME routes the message to multiple candidate destinations.

Either way, it is clearly feasible to achieve this routing without stage 3 standards impact, or MME impact – though it would be helpful to document its operation in stage 2. 
We also note that this approach can readily support NR nodes connected to EPS in future.

Observation 2: It is possible to define a scheme using S1 routing that has no MME impact or S1 signalling impact.

Observation 3: The main trade-off is that an extra S1-c interface is required per en-gNB; in return, the location of the “virtual” gNB is flexible (e.g. collocated with the en-gNB, or with an eNB).

Proposal 1: RAN3 to discuss possible reuse of the release 8 TNL address discovery mechanism in EN-DC by use of the “virtual eNB” concept.
5. Observations on the broadcast TAC in en-gNB
In our understanding, an en-gNB may broadcast a reduced SIB1 in its cells for aiding ANR operation. In this this case, SIB1 includes the cellAccessRelatedInfo IE. In the latest draft, this includes a plmn-IdentityList IE whose type is defined as below

PLMN-IdentityInfoList ::=



SEQUENCE (SIZE (1..maxPLMN)) OF PLMN-IdentityInfo

PLMN-IdentityInfo ::=




SEQUENCE {


plmn-Identity






SEQUENCE (SIZE (1..maxPLMN)) OF PLMN-Identity,


trackingAreaCode






TrackingAreaCode OPTIONAL,
-- Need R  


ranac








RAN-AreaCode





OPTIONAL,

-- Need R


cellIdentity







CellIdentity,


cellReservedForOperatorUse 




ENUMERATED {reserved, notReserved}, 

...

}
Then the Tracking Area Code is currently defined as 24 bit but with a FFS of whether a 16 bit TAC is also needed.

There seems to be an inconsistency between how CN connectivity is signalled for E-UTRA cells versus NR. In E-UTRA, TAC format is associated with the CN support. However in NR, the tendency seems to be towards linking TAC format to the RAT. This actually generates some of the problems in EN-DC, and specifically the need to define a “configured TAC”. This also has impacts on the ANR process.
With this, it seems more efficient to reuse the E-UTRA approach, which would mean that an EN-DC only cell should have a legacy TAC, and a NR cell in NG-RAN should have a 5GS-TAC (and of course it could have both if both CNs are supported in the same NR cell). This would also help the ANR process, since there would be no need for mapping between 3-byte and 2-byte TACs; and also no need for further CN indicators.
Observation 4: Although not critical to ANR, it seems that adopting the E-UTRA logic (TAC format associated to CN support) would be benefitial.
Proposal 2: Consider aligning the TAC/CN mapping approaches in E-UTRA and NR.
6. Conclusions
Observation 1: The solution provided in [2,3] requires further discussion and is certainly not complete (as presented).
Observation 2: It is possible to define a scheme using S1 routing that has no MME impact or S1 signalling impact.

Observation 3: The main trade-off is that an extra S1-c interface is required per en-gNB; in return, the location of the “virtual” gNB is flexible (e.g. collocated with the en-gNB, or with an eNB).

Proposal 1: RAN3 to discuss possible reuse of the release 8 TNL address discovery mechanism in EN-DC by use of the “virtual eNB” concept.
Observation 4: Although not critical to ANR, it seems that adopting the E-UTRA logic (TAC format associated to CN support) would be benefitial.
Proposal 2: Consider aligning the TAC/CN mapping approaches in E-UTRA and NR.
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WA Specification needs to enable routing of TNL address requests at MME for TNL address discovery of Opt 3 in Rel-15


WA We use a protocol fn of S1 equivalent to current functionality (e.g. S1 TNL config transfer procedure to start TNL address discovery)


WA Routing function of TNL address requests resides in the MME; further details are FFS.
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1. S1AP eNB Configuration Transfer (SON Configuration Transfer including TNL addresses)


2. S1AP MME Configuration Transfer (SON Configuration Transfer including TNL addresses)
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