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1
Introduction

This document discussion bearer type changes for MR-DC with 5GC, that requires the establishment of a second NG-U tunnel.
2
Discussion

2.1
General

As is well known, QoS flows of a PDU Session can be mapped to MN-terminated and SN-terminated bearers at the same time, which would lead to the necessity to allocate 2 tunnels, one to the master NG-RAN node, another to the SN secondary NG-RAN node.

There are several possibilities to achieve this:

1.
The NGC always allocates 2 UL TEIDs at the UPF serving the PDU Session at PDU Session Setup.
2.
The 2nd UL TEID at the UPF is allocated in the course of the bearer type change or at PDU Session Setup

Note, that 

-
according to TS 29.281, no two remote GTP-U endpoints shall send traffic to a GTP-U protocol entity using the same TEID value except for data forwarding as part of mobility procedures, i.e. solutions that would foresee to temporarily feed a single tunnel endpoint from two tunnels, have to be ruled out

-
that bearer type changes that would foresee, in the course of DC bearer type change, to move all QoS flows from one NG-RAN node to another, can be handled like a handover scenario, where the same UL tunnel endpoint at the CN UP entity basically receives, before the actual RRC reconfiguration, UL data from the old RAN node, and after RRC reconfiguration, UL data from the new node. No precausion is necessary to avoid the UL tunnel endpoint to be delivered by two peer tunnel endpoints at the same time. Though, such scenarios would need to be supported as well, which is, however, not discussed in this paper.
2.2
When modification initiated by 5GC
It is RAN to decide if to admit that the PDU session is split at UPF, during the modification, if more QoS flows are being setup in the existing PDU session, UPF could prepare the PDU session slit at UPF during PDU session resource modify procedure.

In this case, the UPF will prepare an additional UL GTP-U tunnel.

If RAN decides to split the PDU session into two tunnels, it will reply which QoS flows are transferred in which tunnels. Else, the SMF may release the additional UL GTP-U.
Proposal 1: RAN3 to discuss and agree to support PDU session splits at UPF when the modification is initiated by 5GC. The impacted procedure is PDU Session Resource Modify.
2.3
Always store 2 UL TEIDs per PDU Session, solution 1
This would represent the least complex solution in terms of signalling an implementation and should be supported.

However, one might argue, that it would be quite a waste of CN resources if DC is not used at all or if DC is only used with a single SDAP entity. Therefore, though this is solution is proposed to be supported, the second alternative ini 2.4 should be investigated as well.
The cuurent NGAP specification supports the two UL TEID during PDU session setup. But it says that SMF should relelase the addition UL TEID in case only single tunnel/PDU is setup. This needs to be changed so that both the 5GC and NG-RAN would store the additional UL TEID and use it for the future purpose.
The other changes on NGAP are similar to the text proposal included in this paper.
Proposal 2: If RAN3 agrees that always store 2 UL TEID per PDU session, the proposed text proposal needs to be updated according. CT4 group may also need to be consulted.
2.4
When modification initiated by NG-RAN node, solution 2
How would such approach work?

Maybe it would be good to first agree on the following principle: 

Proposal 3: RAN3 to agree that XnAP signalling should not be affected by the 2nd UL TEID allocation, it should be rather transparent to the NG-RAN node involved in DC.
-
Looking at the current XnAP signalling (draft TS 38.423 version 0.6.0), it can be seen that for SN terminated container IEs that handle setup of PDU Session related resources, it is assumed that the MN is able to provide an UL NG-U TEID to be used by the SN. This sounds like a good starting point and shouldn’t be changed.
Now, the challenge, that seems to be solved is the fact, that the 5GC does not know about the NG-RAN’s decision to realise a certain service in DC or single connectivity fashion. One has to develop a solution, where it is possible for the NG-RAN to at least temporarily establish a DC NG-RAN configuration with a single UL TEID allocated at the serving UPF and only afterwards modify the NG-RAN i/f configuration towards a dual NG-U tunnel configuration.
The starting phase looks as follows:


[image: image1.emf]AMF/SMF

UPF

MN SN

GTP-U

NG-U

GTP-U

NG-U

SDAP

MCG

N4


Figure 1: Starting Phase. PDU Session Setup with an NG-U tunnel to the MN only

A PDU Session Setup has been performed. A single NG-U tunnel is established to the MN. 

The transition phase with data forwarding in between the MN and the SN:
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Figure 2: Transition Phase: Data forwarding between SN and MN. Still one NG-U tunnel

The MN decides to establish and SDAP entity in the SN while keeping an SDAP entity in the MN as well.

It performs the SN Addition Procedure on Xn-C and provides as an UL TEID for NG-U by the SN a forwarding address for UL NG-U data towards an Xn-U Tunnel Endpoint at the MN.

At SN Addition, the MN will also receive a DL NG-U TEID from the SN, which allows the MN to forward data destined for the SDAP. This approach requires internal communication between GTP-U entities, which is not new as compared to requirements necessary for basic mobility and deploying an F1-U interface. In addition, the MN needs to – temporarily – perform the split of QoS flows into NG-U PDUs destined for the MCG SDAP entity and NG-U PDUs destined for the SCG SDAP entity. Data forwarding and split of QoS flows would take place, in an implementation specific way, in timewise proximity to performing the RRC Reconfiguration procedure.
The SN would not see any difference. It would behave as if it would be already directly connected to the UPF via a second NG-U PDU Session tunnel. 

Final Phase:
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Figure 3: Final Phase. Two NG-U tunnels established.

The final phase would be initiated by performing a PDU Session Modification Indication procedure towards the AMF/SMF.

The AMF/SMF would receive the request to allocate a second NG-U tunnel, the DL TEID to be used for the second tunnel and the split of QoS flows, as decided by the MN.

In return, the AMF/SMF would provide the UL TEID at the UPF for the second NG-U tunnel.

When the PDU Session Modification Indication is terminated, the MN would execute a SN Modification procedure, to update the UL TEID for the second NG-U tunnel. DL Data forwarding will cease once the UPF has established the second GTP-U entity  for the PDU session, UL Data forwarding will cease, once the SN starts to use the new UL TEID indicated in the SN Modification procedure. GTP-U End Markers will allow the peer nodes to release the GTP-U entities in an ordered manner.
Overall Approach depicted as a Flow Chart:
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Figure 4: Overall flowchart – establishing a second tunnel at SN Addition

Description as of TS 37.340 §10.2.2. applies. In addition:
1.
The MN provides an UL TEID address to be applied as UL tunnel address on the NG-U interface by the SN, which is actually a forwarding address, to re-direct UL traffic from the SN to the MN, which relays PDU Session traffic stemming from the SN to the UPF.
2.
The SN provides the DL TEID to be used on the NG-U interface. In the transition phase, i.e. until the UPF has allocated a second GTP-U entity, DL traffic is provided by the MN, according to the QoS flow split decided by the MN, to the SN.

8.
Data forwarding from the MN to the SN for DL traffic may start as early as the MN receives from the SN the message in step 2. Forwarding of UL traffic from the SN to the MN may start as soon as UL data arrives from the UE at the SN.

9. At PDU Session Modification Indication, the MN requests the 5GC to establish a second NG-U PDU Session tunnel by indicating the split of QoS flow among the two NG-U tunnels. It also provides the DL TEID at the SN for the second NG-U tunnel.

11./12. Once the UPF has allocated as second GTP-U entity executes the split, and end marker PDU is sent on the first tunnel, to indicate, that forwarding resources can be released at the MN 

13. The MN receives the new UL TEID.

14. The MN triggers the SN Modification procedure to change the UL TEID for the second NG-U tunnel

15./16. The SN switches to the new UL tunnel and sends an end marker to the MN.
Proposal 4: RAN3 to discuss and agree the solution that first setup SDAP at S-NG-RAN node, then M-NG-RAN node obtain the addition UL TEID from UPF, and finally M-NG-RAN node informs the S-NG-RAN node the UL NG-U tunnel info (solution 2).
2.5
Configue two tunnels per PDU sessions into one tunnel

It is M-NG-RAN node who decides to change the two tunnels per PDU session into one tunnel, and which tunnel to remain. M-NG-RAN node will modify the QoS flows of the PDU session in the S-NG-RAN node. M-NG-RAN node would also notify the 5GC that the QoS flows are moved to one tunnel and the other tunnel thus is obsolete.
Proposal 5: RAN3 to discuss and agree to use the PDU session resource modify indication to notify that the two tunnels/PDU is changed to one tunnel/PDU.
3
Proposal
Proposal 1: RAN3 to discuss and agree to support PDU session splits at UPF when the modification is initiated by 5GC. The impacted procedure is PDU Session Resource Modify.
Proposal 2: If RAN3 agrees that always store 2 UL TEID per PDU session, the proposed text proposal will be updated according. CT4 group may also need to be consulted.
Proposal 3: RAN3 to agree that XnAP signalling should not be affected by the 2nd UL TEID allocation, it should be rather transparent to the NG-RAN node involved in DC:
Proposal 4: RAN3 to discuss and agree the solution that first setup SDAP at S-NG-RAN node, then M-NG-RAN node obtain the addition UL TEID from UPF, and finally M-NG-RAN node informs the S-NG-RAN node the UL NG-U tunnel info (solution 2).
Proposal 5: RAN3 to discuss and agree to use the PDU session resource modify indication to notify that the two tunnels/PDU is changed to one tunnel/PDU.
 Papers are submitted in [1] to [3].
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