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1
Introduction
RAN agreed the SI “Study on solutions evaluation for NR to support Non Terrestrial Network” ([1]). This contribution analyses the potentional issues, and the impact to RAN3. 
2
Discussion

Non terrestrial networks and terrestrial networks have some fundamental differences due to the different nature of the systems. This has an impact on a number of features/mechanisms, which should be studied and potentially enhanced in order to ensure 5G performance. A number of different features/mechanisms impacted are described in the next subsections 
2.1
Paging 

In terrestrial systems, including 5G System (5GS), the User Equipment (UE) camps on a cell. A collection of cells is called a Tracking Area. A collection of Tracking Areas is called as a Registration Area. Therefore a cell belongs to a Tracking Area and a Registration Area (RA). 

When being in CM-IDLE state – see [2] for definition of CM-IDLE state, A UE can move from cell to cell within a RA. Therefore the network will only be aware of the UE location to the granularity of RA. Therefore, if a packet arrives from internet for this UE in CM-IDLE state, the AMF attempts to page the UE on all cells belonging to the Registration Area in order to notify the arrival of packets to it [3]. As a beam from a satellite can cover a very large area, it is efficient to only send paging from one beam. However in CM-IDLE state, when a UE moves out of the RA, UE is required to notify the AMF via a Registration procedure, so setting the RA to one beam means a RA update everytime a UE crosses a beam boundary. 

In terrestrial networks the cells don’t move, so RA updates are caused by movement of the UE, however in case of NTN the cells can move (in case of MEO, LEO or HAPS). This leads to the following issues:
· Even non moving UEs, like sensors attached to buoy in the ocean, may have to perform RA updates. This increased control overload and consumes the UE battery

· As cells move, also the relationship between cells change, i.e. a neigboring cell at some point in time, may not be a neighbour at some other point of view. This means both TA and RA definitions loose their meaning unless they are updated frequenctly. This can cause issues to the Registration Area information provided to the UE during the Registration procedure. The Registration Area information is only valid for a very short period when old satellite left and new satellite comes. 
Observation 1: The existing procedures related to paging, RA updates and definitions of TA, RA are not optimal for NTN.
Proposal 1: RAN3 study the issues on Paging, Registration Update, and the definition of TA/RA.
2.2
Physical cell IDs, neighbour relationships and Xn
In terrestrial networks the relationships between cells are not changing except when new cells are added to the network, when cells are being removed or when something changes in the environment, like new building appearing. These are slow changes and do not happen on a minute or daily basis. In NTN cells are moving and the neighbour cell relationships may change on minutes basis. In case of LEO and MEO the changes are predictable, whereas in case of HAPs, they may even be unpredictable. These fast dynamic changes of the neighboring cell relationships have a number of impacts: 
· PCI planning: moving cells can create PCI conflicts, namely PCI collisions (when two cells with the same PCI become direct neighbors) and PCI confusion (when two cells with same PCI become neighbors of one cell). The result of those PCI conflicts can be radio link failures (PCI collision) or handover failures (PCI confusion). Unfortunately, it is not always possible to detect that the root cause of those failures were a PCI problem, and not another mobility problem. PCI problems can be avoided by two principle methods
· If there are less cells than PCIs, then we can certainly assign unique PCIs. Similarly, if we can partition the cells into groups, where we can guarantee that groups are sufficiently spatially separated, we can partition th PCIs appropriately and assign unique PCIs within the groups.

· The latter may not always be possible. In those cases we have to regularly verify whether the PCI allocation is still appropriate and replan PCIs otherwise.

· Missing neighbour relationships: even if PCI problems are perfectly avoided, the new (unknown) relations may cause handover problems. For a typical handover, the UEs report the (non-unique) PCI of a potential target cell. The cell maintains a neighbour-relation-table (NRT) which maps the received PCI to the global ECGI which than can be used to initiate the handover towards this target. With moving cells, it may happen that the reported PCI is not (yet) part of the NRT (or that it is part, but it points to a different target which would again represent a PCI confusion case). In this case, the source cell cannot resolve the PCI and does not know to which cell a handover shall be initiated. As a solution, it may ask the UE to report the ECGI (which may not always be possible), or it may try to resolve the PCI by help of operation and maintenance center. Most terrestrial networks support features for automatic neighbour relations (ANR), those seem to be extremely important for NTN, and they may have stricter requirements in terms of dynamics. Finally, it should be mentioned that neighbour relations are also used for other self-optimization features, those have obviously to be reviewed as well.
· Xn interfaces: very related to neighbour relations, management of Xn interfaces also has to be more dynamic, when the gNB-CU function is on the satellite.

Observation 2: Due to the movement of the satellites and cells, neighbour cell relationships become dynamic, impacting PCI allocation, handover performance, self-optimization methods and usage of Xn interface.
Proposal 2: RAN3 study the issues on neighbour cell relationship in considering the impact to PCI allocation, handover performance, self-optimization methods and usage of Xn interface.
2.3
Architectural splits

Architecture models for satellite integration in 5GS have been proposed in SA WG2 [4]. In the scenarios with re-generative satellites both on-borad and distributed gNB options are proposed. When iter-satellite-links (ISL) are used then the 5G CU-DU architecture can also be effectively used and the simplest scenario being with gNB-CU on the ground and the gNB-DU on board the satellites [4]. All architecture options described in [4] have as common assumption of a: “a single 5G CN with global or regional (continental or sub-continental) coverage”.
While the architecture options described in [4] are well suited as reference cases, several other options are also possible which make better use of the distributed network functions options specified for 5GS [2]:

a) The gNB-CU is located on board of (certain) satellites, at the same or higher/lower orbital altitude compared to the satellites hosting the gNB-DU. This options would reduce latencies between CU-DU and potentially increase the reliability of the radio coverage.
b) Some of the network functions, e.g. UPF, can be on board satellites, thus beign able to provide ‘local loop’ communication (voice and/or data) for UEs under the coverage of the same satellite beam. Distribution of other 5GS functions across satellites would also increase the network reliability due need for less signalling with ground stations.
c) Split between the location of the U-plane and C-plane network functions to decrease latencies  and to increase reliability. For example, the CU-CP may be in one satellite, and the CU-UP in another satellite.
Proposal 3: RAN3 consider the above architecture options, and capture them in the TR.
3
Conclusions
In this contribution we have analysed the potential issues for Non Terrestrial Network. Our observations and proposals are: 

Observation 1: The existing procedures related to paging, RA updates and definitions of TA, RA are not optimal for NTN.
Observation 2: Due to the movement of the satellites and cells, neighbour cell relationships become dynamic, impacting PCI allocation, handover performance, self-optimization methods and usage of Xn interface.
Proposal 1: RAN3 study the issues on Paging, Registration Update, and the definition of TA/RA.
Proposal 2: RAN3 study the issues on neighbour cell relationship in considering the impact to PCI allocation, handover performance, self-optimization methods and usage of Xn interface.
Proposal 3: RAN3 consider the above architecture options, and capture them in the TR.
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