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1   Introduction
So far, two IAB topologies have been proposed and agreed in RAN3 [1]: 
In Spanning Tree (ST), each IAB-node has only one parent node, which can be another IAB-node or the IAB-donor. Each IAB-node is therefore connected to only one IAB-donor at a time, and only one route exists between IAB-node and this IAB-donor. 
In Directed acyclic graph (DAG), multiple options are envisioned:

· The IAB-node is multi-connected, i.e., it has links to multiple parent nodes.  

· The IAB-node has multiple routes to another node, e.g. the IAB-donor.

· Both options can be combined, i.e., the IAB-node may have redundant routes to another node via multiple parents.

To enable hop-by-hop forwarding between IAB-nodes in either topology, an adaptation layer has been proposed [2], to be introduced in the User Plane (UP) of IAB nodes (both donor and relay) that includes routing and bearer mapping information across the hops. This naturally requires a Control Plane (CP) counterpart module deciding on bearer mapping / path management via updating the mapping table inside the UP adaptation layer headers.

One key area to be studied on topology and route management is the impact of communication failure on links between IAB nodes and how to recover from them speedily and without adversely affecting other nodes in the system or significantly increasing signaling overhead across the system.

In this paper, we will discuss different failure types and steps that can be taken for failure recovery as part of route management in different IAB topologies.

2   Discussion 
There are various qualitatively different reasons why a route fails. While the underlying recovery mechanism including control signalling procedures are fundamentally identical in all cases, the triggers which engage/initiate topology (or route adaptation), and the resulting path management actions do vary. The triggers may include classic radio-link failure (RLF) but also other measures such as: changes to the bearer mapping information (e.g. based on changes in channel condition between IAB nodes), changes in topologies (new nodes/connections being established), and changes in network loading /congestion level. The extent, physical location, and periodicity of triggers listed can have different impacts on stability of routing / bearer mapping information across the network, and will as a result require different remedies.

In this section, based on above, we will provide some examples scenarios of failures and corresponding link status changes between IAB nodes and discuss on possible recovery procedure(s). Each scenario is depicted with an illustrative figure where each node in the figure represents an IAB node within depicted topology in the network.  
Scenario 1
In this scenario (depicted in Figure 1), the connection at node C to one of the current parent (source) IAB nodes (B) faces an status change based on one of the triggers captured above. 
In this scenario, a recovery procedure can be triggered for the child (sink) IAB node (i.e. node C) to switch to another parent IAB node (keeping the entire higher layer context information). In other words, information on DRBs is preserved while RLC/MAC/PHY is reset as usual. 
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Figure 1: Link status change notification between nodes B and C, leading to a recovery at node C via switching to parent node E.

Observation 1: Some link status changes (Scenario 1) may be remedied by switching from one parent IAB node to another parent IAB node, keeping the entire higher layer context.

Scenario 2
In this scenario (depicted in Figure 2), link status change occurs between all parent IAB nodes and the child IAB node due specific topology of the network and/or other concurrent failures. 
In this case, another recovery procedure (besides Scenario 1) can be triggered (without the involvement of the CU/gNB), impacting current parent IAB nodes to the child node as well as (at least) one other IAB node to establish a new path to child IAB node. The connection reestablishment follows a recovery procedure similar to UE re-initialization in the sink node to re-establish a route from donor IAB node.
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Figure 2: A connection reestablishment at node C via new parent node F.
Observation 2: Some link status changes (Scenario 2) lead to a recovery procedure similar to UE re-initialization.
Scenario 3
If a link status change between the parent and child IAB nodes cannot be remedied by other IAB node(s) (either parent or non-parent) due to specific topology of the network and/or other concurrent failures, the child node (i.e. node C) should stop advertising itself as “connectable”, leading to RLF at final destination node D. This invokes new search procedures (in a distributed approach) finding node H, G and so forth towards node A as donor IAB node (see Figure 3). Alternatively, an end-to-end topology / route re-computation (in a centralised fashion) can be triggered via e.g. donor IAB node or the CU. 
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Figure 3: End-to-End topology/ route re-computation via CU (node A) towards final destination node D via nodes G and H.
Observation 3: In certain cases (Scenario 3) link status changes may invoke an end-to-end topology/ route re-computation either in distributed manner or triggered via e.g. donor IAB node or the CU.
Proposal 1:  Different Scenarios of link status change (and resulting failure) may happen in IAB nodes, which may rely on similar underlying recovery mechanisms (e.g. via parent node switching or RRC re-establishment / cell (re-)selection procedure).  

Proposal 2: The implications from topology (or route adaptation) change perspective should be further studied as centralized or distributed route and topology management may lead to further alterations in the final signalling procedure.

3   Conclusions
In this paper, we identified different possible failures for IAB networks, the probable impact on the nodes and possible suitable recovery procedures.
Observation 1: Some link status changes (Scenario 1) may be remedied by switching from one parent IAB node to another parent IAB node, keeping the entire higher layer context.

Observation 2: Some link status changes (Scenario 2) lead to a recovery procedure similar to UE re-initialization.
Observation 3: In certain cases (Scenario 3), link status changes may invoke an end-to-end topology/ route re-computation either in distributed manner or triggered via e.g. donor IAB node or the CU.
Proposal 1:  Different Scenarios of link status change (and resulting failure) may happen in IAB nodes, which may rely on similar underlying recovery mechanisms (e.g. via parent node switching or RRC re-establishment / cell (re-)selection procedure).  

Proposal 2: The implications from topology (or route adaptation) change perspective should be further studied as centralized or distributed route and topology management may lead to further alterations in the final signalling procedure.

We propose that the above Observations and Proposals about the impacts of different types of failures are considered by RAN3 and taken into account in the next revision of the IAB TR.

4   References

[1] R3-183565, “IAB Topologies”, Qualcomm Inc. 
[2] R2-1807824, “Adaptation layer placement in the protocol stack”, Samsung[image: image4.png]



