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Introduction
As part of the Study Item on Integrated Access and Backhaul for NR [1], 3GPP has agreed to identify and evaluate potential solutions for following requirements and aspects associated with the efficient operation of integrated access and wireless backhaul for NR:
· Efficient and flexible operation for both inband and outband relaying in indoor and outdoor scenarios 
· Multi-hop and redundant connectivity
· End-to-end route selection and optimization
· Support of backhaul links with high spectral efficiency
· Support of legacy NR UEs

As shown below, the latest draft of the IAB SI report 38.874 states multi-connectivity as one of the aspects still remaining to be studied further: 
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This contribution discusses issues related to multi-connectivity architecture design to support route management in IAB architecture group 1a.
IAB Topology and Route Management
An example of a network with integrated access and backhaul links is shown in Figure 1 below. The operation of the different links may be on the same or different frequencies (also termed ‘in-band’ and ‘out-band’ relays). While efficient support of out-band relays is important for some NR deployment scenarios, it is critically important to understand the requirements of in-band operation which imply tighter interworking with the access links operating on the same frequency to accommodate duplex constraints and avoid/mitigate interference.  
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Figure 1: Integrated access and backhaul links
Three key components of the tight interworking for IAB are topology management, route management, and frame structure and scheduling as shown in Figure 2. 
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Figure 2: Key components of IAB design
Topology management includes the following characteristics: 1) happens on long time scales, 2) manages static hop order, 3) handles initial access of relay nodes, and 4) changes every time a node is added or removed. On the other hand route management happens at a much faster time scale (e.g. happens over 10s or 100s of ms) and routes are updated for load variance and blocking. Finally, depending on the network architecture, the scheduling of backhaul links may require coordination and exchange of resource allocation/route selection information.
Proposal 1: The IAB design should support long-term topology management, short-term route management, and mechanisms for optimizing resource allocation/route selection across multiple IAB nodes/backhaul hops.

IAB Route Management and Multi-connectivity
For densely deployed mmWave NR systems, the area covered by an NR node can be quite small, so a dense deployment of NR nodes in a given area could require a significantly larger number of deployment sites. There is considerable interest in being able to deploy NR nodes without fiber access to every deployment site. Due to large available bandwidths in mmWave spectrum bands, and the ability to deploy narrow beams using multi-antenna element arrays, it may be more feasible to support self-backhauled links for NR systems operating in mmWave spectrum as shown in Figure 5.
Figure 4 below shows an example scenario where IAB link (self-backhaul links) could be used to connect multiple IAB DUs DU3 and DU4 (e.g. across one or more hops) to DU1, which has fiber access to the CU.
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Figure 3: Support for UE mobility in an IAB Scenario
 
As a result, after the initial connection establishment and backhaul link establishment network topology described in the previous section may need to be updated as additional IAB nodes enter the network and is forward compatible to support mobile relays in the future. In order to determine which IAB nodes may be candidates for route selection, measurements should be performed by the MT functions of IAB nodes based on transmissions (e.g. SSB/CSI-RS) of different IAB node DUs. The existing NR measurement configuration and reporting framework can be taken as the starting point for use in route selection and route management procedures.
Proposal 2: Existing measurement configuration and reporting procedures including measurements based on SSB or CSI-RS can be used for route selection and management at IAB nodes.

In addition, as captured during RAN2#AH_1801 it was agreed that:
	2: Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links



At mmWave frequencies, the channel experienced by a UE may suffer from blockage events that could result in sudden sharp drops in signal strength (of the order of 30 dB) due to physical objects blocking the UE-TRP link. Depending on environmental factors and user mobility, frequent beam failure events due to blockage can occur, potentially resulting in frequent beam switches. However, if some form of dual or multi-connectivity is enabled for IAB, it could significantly help in reduction of UP interruption time to achieve mobility with close to zero ms UP interruption. As a result, support for multi-connectivity in the IAB architecture design is critical to support robustness and fast route selection in case of blockage events. 
In addition, to support redundant routes via multi-connectivity, IAB should have support for low-latency control plane and data routing procedures with dynamic route selection (faster than RRC time scales). This ensures that latency and user interruption is minimized while the network finds an alternate route to the UE when the current route is blocked. Since blocking in mmWave happens over short time-scales, this constraint should be considered as an integral part of the IAB design and mechanisms for blockage and load-aware route selection should be studied.
[bookmark: _Hlk521658540]Observation 1:  Support for multi-connectivity in the IAB architecture design is critical to support robustness and fast route selection in case of blockage events. 

Proposal 3: The IAB design should support mechanisms for multi-connectivity for topology and route management.

Multi-connectivity Architecture Design for IAB
Existing 3GPP specifications currently support a dual-connectivity based architecture design for EN-DC that relies on split bearer at the PDCP layer. This design is being extended to other forms of DC, including NR-NR DC in Release 15 late drop and Release 16. Figure 4 shows the following two cases for multi-connectivity in an IAB deployment:
· Case 1: UE is multi-connected to the donor node via redundant routes (traditional DC scenario).
· Case 2: IAB node is multi-connected to the donor node via redundant routes. 

Even after the existing DC architecture is extended to NR-NR multi-connectivity, it has applicability to only to Case 1 in an IAB deployment. Since IAB nodes do not have PDCP layer, all variations of Case 2 cannot be supported by the DC framework. It is crucial that multi-connectivity architecture design for IAB be able to support all variations of Case 2 (for example, as shown in Figure 9.2-2 of [1]) to provide all the benefits described earlier in this document. 
Hence, the multi-connectivity architecture designed for IAB needs to be able to operate at the IAB node level, without being dependent upon user plane protocol sublayers at the donor node. This means that for architecture group 1a, a multi-path framework needs to be designed potentially based on the adaptation layer residing above the RLC layer. One such potential design is discussed in [3].
Observation 2: For IAB architecture group 1, since IAB nodes are not equipped with a PDCP layer, traditional DC framework cannot be used to provide route redundancy to IAB nodes. 
Observation 3: A new multi-path connectivity framework, potentially based on the adaptation layer at the IAB node, needs to be designed to enable route redundancy for IAB nodes. 
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                    Case 1 (Route Redundancy for End UE)                               Case 2 (Route Redundancy for IAB nodes)
Figure 4: Multi-connectivity Cases for IAB Design

Furthermore, there are some additional considerations for a multi-connectivity architecture design operating at the IAB node level. 
In a regular non-IAB deployment scenario with CU-DU split architecture when an inter-DU, intra-gNB handover is executed, the DU may send a DL DELIVERY STATUS PDU on the F1-U interface to the CU to indicate undelivered PDCP PDUs (3GPP TS 38.475). However, in the case of a multi-hop IAB network, when a route change is executed, there is no similar mechanism available to inform the parent IAB node about pending or unacknowledged PDUs in the DU-part of the buffer (assuming downlink data delivery) that were destined for downstream IAB nodes or UEs. Note that for downlink traffic destined for the UE, the F1 terminates at DU of the access IAB node. For example, for Case 2 in Figure 4, the F1 for the UE terminates at Relay DU3. Intermediate nodes, DU1 and DU2, do not have visibility of the F1 status messages. This means that when there is a sudden route change from one path to another, the undelivered PDCP PDUs need to be retransmitted potentially through multiple hops. 
Therefore, a local inter-IAB node delivery status mechanism is needed where a data delivery status message can be provided from child node to parent node to indicate pending or unacknowledged PDCP PDUs to enable the parent IAB Node to re-forward such PDCP PDUs over the new route. In order for the parent IAB Node to be able to do this, it is also necessary that the IAB node should not immediately discard PDCP PDUs after they have been acknowledged by a child IAB node. Note that since the RLC is allowed to deliver out of order PDUs to the PDCP, any latency and corresponding loss of order caused due to such re-forwarding should not cause any issues.
Observation 4: Additional mechanisms, such as inter-IAB node delivery status PDU, may need to be considered to efficiently reroute buffered data from old route to new route in a multi-connectivity architecture design. 
Proposal 4: The text proposal provided in Appendix A should be captured in the draft IAB SI report TR 38.874.
Finally, also note that some details about how a multi-connectivity architecture design operating at the IAB node level would perform topology adaptation are still FFS. Such details will be addressed after details of the Adapt layer and RLC channel configuration have been defined.  

Conclusion
In this contribution we discussed issues related to multi-connectivity architecture design to support efficient route management in IAB architecture group 1a. The following observations and proposals are offered for consideration:
Observation 1:  Support for multi-connectivity in the IAB architecture design is critical to support robustness and fast route selection in case of blockage events. 
Observation 2: For IAB architecture group 1, since IAB nodes are not equipped with a PDCP layer, traditional DC framework cannot be used to provide route redundancy to IAB nodes. 
Observation 3: A new multi-path connectivity framework, potentially based on the adaptation layer at the IAB node, needs to be designed to enable route redundancy for IAB nodes. 
Observation 4: Additional mechanisms, such as inter-IAB node delivery status PDU, may need to be considered to efficiently reroute buffered data from old route to new route in a multi-connectivity architecture design. 

Proposal 1: The IAB design should support long-term topology management, short-term route management, and mechanisms for optimizing resource allocation/route selection across multiple IAB nodes/backhaul hops.
Proposal 2: Existing measurement configuration and reporting procedures including measurements based on SSB or CSI-RS can be used for route selection and management at IAB nodes.
Proposal 3: The IAB design should support mechanisms for multi-connectivity for topology and route management.
Proposal 4: The text proposal provided in Appendix A should be captured in the draft IAB SI report TR 38.874.
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Appendix A – Text Proposal for 38.874
********* Start of Change **********
9.x Topology Adaptation
Topology adaptation should be supported for IAB wherein the network may change the connectivity between IAB nodes in order to support robustness and fast route selection in case of blockage events for example. 
Mechanisms for topology adaptation for IAB should be designed to ensure support of various multi-connectivity options of the IAB architecture design as described in section 9.2. Figure 9.X.1 shows the following two cases for multi-connectivity in an IAB deployment:
· Case 1: UE is multi-connected to the donor node via redundant routes (traditional DC scenario).
· Case 2: IAB node is multi-connected to the donor node via redundant routes. 
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                    Case 1 (Route Redundancy for End UE)                               Case 2 (Route Redundancy for IAB nodes)

9.X-1: Multi-connectivity Cases for IAB Design

Existing 3GPP specifications currently support a dual-connectivity based architecture design that relies on split bearer at the PDCP layer. However, the existing DC design has applicability to only to Case 1 in an IAB deployment. Since IAB nodes do not have PDCP layer, all variations of Case 2 cannot be supported by the DC framework. 
As a result, the multi-connectivity architecture designed for IAB needs to be able to operate at the IAB node level, without being dependent upon user plane protocol sublayers at the donor node. This means that for architecture group 1a, a multi-path framework needs to be designed potentially based on the adaptation layer residing above the RLC layer. 
Furthermore, there are some additional considerations for a multi-connectivity architecture design operating at the IAB node level. 
In a regular non-IAB deployment scenario with CU-DU split architecture when an inter-DU, intra-gNB handover is executed, the DU may send a DL DELIVERY STATUS PDU on the F1-U interface to the CU to indicate undelivered PDCP PDUs (3GPP TS 38.475). However, in the case of a multi-hop IAB network, when a route change is executed, there is no similar mechanism available to inform the parent IAB node about pending or unacknowledged PDUs in the DU-part of the buffer (assuming downlink data delivery) that were destined for downstream IAB nodes or UEs.  This means that when there is a sudden route change from one path to another the undelivered PDCP PDUs need to be retransmitted potentially through multiple hops. As a result, additional mechanisms, such as inter-IAB node delivery status PDU, may need to be considered to efficiently reroute buffered data from old route to new route in a multi-connectivity architecture design. 
Also note that some details about how a multi-connectivity architecture design operating at the IAB node level would perform topology adaptation are still FFS. Such details will be addressed after details of the Adapt layer and RLC channel configuration have been defined.  

********* End of Change **********
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8. 6     Aspects to be further studied   Following are some aspects to be further studied.    -   R outing in  architecture 2a   Need to study the required processing in IAB/Donor,  i.e. adding/replacing/removing the routing related information,  and how to configure the IAB/Donor.    -   QoS enforcement   Need to  clarify   the required QoS information in the PDU - session - layer f or the QoS enforcement of all types of user  traffic over the air interface. For example, if the PDU session type is IP, DSCP may be used, but need to determine the  mapping of DSCP to the QoS, and whether the granularity of DSCP is enough.   -   P rocedures  of IAB   node integration   The IAB integration procedure in Section 9.3 may be affected, for example, setup the IAB - node’s gNB and UPF, etc.   -   Support of multi - connectivity    Need to clarify how the multiple - connectivity is supported.      -   Topology adaptation   During topo logy adaptation, the IAB - node - MT may connect to a different IAB - node, which cause s   the change of UPF.  Need to study the detail about the procedures of topology adaptation, such as context and data forwarding, CN - involved  signalling, etc.  
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