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1 Introduction
A new study item on “Integrated Access and Backhaul for NR” was approved in RAN#75[1], and in RAN3 #99 meeting [2], five architecture types divided into two groups are summarized as follows:
Architecture group 1: Consists of architectures 1a and 1b. Both architectures leverage CU/DU split architecture.
· Architecture 1a: 
· Backhauling of F1-U uses an adaptation layer or GTP-U combined with an adaptation layer. 
· Hop-by-hop forwarding across intermediate nodes uses the adaptation layer.
· Architecture 1b: 
· Backhauling of F1-U on access node uses GTP-U/UDP/IP. 
· Hob-by-hop forwarding across intermediate node uses the adaptation layer.
Architecture group 2: Consists of architectures 2a, 2b and 2c
· Architecture 2a: 
· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.
· Hop-by-hop forwarding across intermediate node uses PDU-session-layer routing.
· Architecture 2b: 
· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.
· Hop-by-hop forwarding across intermediate node uses GTP-U/UDP/IP nested tunnelling.
· Architecture 2c: 
· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.
· Hop-by-hop forwarding across intermediate node uses GTP-U/UDP/IP/PDCP nested tunnelling.
It seems that the architecture group 1 may be categorized as L2 relaying, since the UE related NG interface terminates at Donor CU while the Donor DU and IAB nodes preform L2 forwarding for CP and UP packets. Whereas the architecture  group 2 may be categorized as L3 relaying, since the UE related NG interface terminates at the IAB node which provides access link for the UE, and other intermediate IAB nodes just preform L3 forwarding for UE related NG packets.  Nevertheless, the previous five architecture types mainly focus on the design of user plane protocol stack of IAB network. In this contribution, we present some consideration about the control plane protocol stack design of IAB network for architecture group 1, i.e. L2 relaying solution.
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
[bookmark: OLE_LINK941][bookmark: OLE_LINK942]In Figure 1, a simple multi-hop IAB network is shown, where the UE connects to IAB node 2, and the IAB node 2 connects to core network nodes in 5GC serving the UE via multi-hop wireless backhaul links, i.e. UE ↔ IAB node 2 ↔IAB node 1 ↔Donor gNB ↔ 5GC. The contribution takes this scenario as the baseline for discussion. The access link between IAB node and UE is defined as the Uu interface and the backhaul link between Donor gNB (DgNB) and IAB node and between IAB nodes is defined as the Un interface.


[bookmark: _Ref505354583]Figure 1. Scenario of multi-hop IAB network
2.1	CP Protocol stack for L2 relaying
[bookmark: OLE_LINK1]As shown in Figure 2, a possible control plane protocol stacks for L2 relaying is depicted. The UE related N2 connection terminates at DgNB/Donor-CU, the peer RRC and PDCP layers of the UE are located in the DgNB/Donor-CU. Each IAB node (DU part of IAB node) maintains an F1 like interface towards Donor-CU. This F1-like interface (denoted as F1* interface) is carried over multi-hop links including some wireless interfaces. The adaptation layer is needed in the NR-Un interface to carry routing information and optional bearer information (e.g. SRB type) for control plane messages.
[bookmark: OLE_LINK3]In order to minimize the standardization efforts, it is recommended to reuse the design of F1 interface between CU and DU as much as possible, and we still use “F1AP” to describe the application layer protocol for the wireless F1-like interface. Both UE associated services and non-UE associated services are supported through F1AP between IAB node and Donor CU. 
[bookmark: OLE_LINK2]Obviously a security function is essential for the F1*-C to avoid eavesdropping or falsification of the IAB node’s F1AP messages by any malicious nodes. In contrast to the traditional F1-C protocol stack designed for wired F1 interface, which is composed of F1AP, SCTP and IP layers, a PDCP layer is used to provide the security function for F1*-C in IAB links. For example, in Figure 2, there are two peer PDCP entities under the F1AP layers which are locate in Donor CU and IAB node 2 respectively. Such combination of protocol stack layering for F1*-C is reasonable since the PDCP layer is designed for air interface, and it is straightforward to reuse its security function to protect IAB nodes’ F1AP messages. Additionally, avoiding the transport layer (SCTP) and network layer (IP layer, as well as IPsec related extra layers) in F1*-C is beneficial for reducing overhead in wireless backhaul links. 


[bookmark: _Ref512610638][bookmark: OLE_LINK14]Figure 2. Control plane protocol stack for L2 relaying.
Proposal 1:  F1*-C protocols composed by F1AP and PDCP should be adopted for control plane protocol stack of L2 relaying. 
[bookmark: _Ref505949839]2.2 Transportation and encapsulation of F1AP messages in F1*-C.
The F1AP messages in F1*-C can be transported via either DRB or SRB in backhaul links. Dedicated DRB/SRB may be needed in backhaul links to carrying IAB nodes’ F1AP messages. Otherwise, if a non-dedicated DRB/SRB is used, some message type indicator should be added in the backhaul link (e.g. added in adaptation layer or RLC layer) to discriminate the F1AP message from other existing messages (e.g. user plane packets, RRC message for the MT part of IAB node, etc.). 
Case 1. F1*-C transported via SRB in backhaul links
For case 1, the packet format for control plane messages in each intermediate interface between UE and Donor CU is shown in Figure 3. 
In the traditional wired F1 interface between Donor CU and Donor DU, the F1AP messages of the served IAB nodes will be encapsulated by the F1-C protocols, i.e., F1AP, SCTP and IP. Thus, a new type of F1AP message which is used to carry a container for IAB nodes’ F1AP messages needs to be introduced. 
Moreover, if the endpoint of the adaptation layer is Donor DU, some additional information, such as routing and bearer  related information which are useful in the backhaul links should be carried in F1-C PDUs. For example, the SRB ID between IAB node 1 and Donor-DU, as well as the identifier of the IAB node 2 (to which the encapsulated F1*-C message is destined) needs to be included in the F1AP messages in F1 interface. Alternatively, the Donor CU can be taken as the endpoint of the adaptation layer. Then an adaptation layer above the F1-C protocols is needed in the F1 interface, and all the previous mentioned additional information will be carried through this adaptation layer.


[bookmark: _Ref513057072][bookmark: OLE_LINK4]Figure 3. Message format for F1*-C transportation-using SRB in backhaul links
Case 2. F1*-C transported via DRB in backhaul links
For case 2, the packet format for control plane messages in each intermediate interface between UE and Donor CU is shown in Figure 4. 
In this case, the F1AP message of IAB nodes will be encapsulated by F1-U protocols (i.e., GTP, UDP, and IP) between Donor-CU and Donor-DU. Some additional indication is needed to identify the payload of the GTP PDU is an F1AP message of the IAB node. For example, if a dedicated DRB is used in the  backhaul link for F1*-C messages, a corresponding specific GTP TEID will provide such an indication, while some additional explicit indication should be added in the GTP layer if a non-dedicated DRB is used. 
Furthermore, similar to case 1, some additional information (i.e. the routing and bearer related information) should be added in F1-U PDUs. For example, if the Donor-DU behaves as the endpoint of the adaptation layer, the identifier of IAB node 2 (used for routing in backhaul links) needs to be carried in GTP PDUs through the GTP extension header. Otherwise, an adaptation layer above the F1-U protocols is needed in the F1 interface to carry the mentioned additional information, if Donor-CU behaves as the endpoint of adaptation layer.


[bookmark: _Ref513057156]Figure 4. Message format for F1*-C transportation-using DRB in backhaul links
From the above analysis, we can deduced that if a non-dedicated DRB/SRB is used to transmit F1*-C messages in the backhaul links, there can be at least two different Layer 2 configurations for the corresponding DRB/SRB. 
Therefore, using a specific DRB/SRB (or corresponding RLC bearer/logical channel) to carry F1*-C messages is recommended. Also SRB could be more appropriated than DRB to transmit signalling.
Observation 1: SRB is more appropriate than DRB for transporting F1AP messages of IAB nodes, since the QoS parameters for control plane messages are different from user plane packets (e.g., control plane messages need higher priority). 
As a result, we propose that
[bookmark: OLE_LINK6]Proposal 2:  F1*-C messages should be transported via SRB (or corresponding RLC bearer/logical channel) in backhaul links.
Proposal 3: A new type of F1AP message which is used to carry a container for IAB nodes’ F1AP messages needs to be introduced in wired F1 interface between Donor CU and Donor DU.
Proposal 4: Additional information for routing and QoS mapping of F1*-C messages needs to be carried in the wired F1 interface between Donor CU and Donor DU. 
3 Conclusion
In this contribution, the control plane protocol stack is introduced and discussed for architecture group 1 (i.e. the L2 relaying), and then we draw the following observations and proposals:
[bookmark: OLE_LINK15]Observation 1: SRB is more appropriate than DRB for transporting F1AP messages of IAB nodes, since the QoS parameters for control plane messages are different from user plane packets (e.g., control plane messages need higher priority). 
Proposal 1:  F1*-C protocols composed by F1AP and PDCP should be adopted for control plane protocol stacks of L2 relaying. 
Proposal 2: F1*-C messages should be transported via SRB (or corresponding RLC bearer/logical channel) in backhaul links.
Proposal 3: A new type of F1AP message which is used to carry a container for IAB nodes’ F1AP messages needs to be introduced in wired F1 interface between Donor CU and Donor DU.
Proposal 4: Additional information for routing and QoS mapping of F1*-C messages needs to be carried in the wired F1 interface between Donor CU and Donor DU. 
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