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1	Introduction
This paper proposes an architecture and protocols for IAB whereby transport between relays and a donor is based on 5G PDU Connectivity Services.  This approach takes maximum advantage of PDU Connectivity Services defined for Release 15, permits transport of any IP or Ethernet packet, and minimizes standards changes to the RAN and NGC.  Furthermore, the use of separate connectivity services for access and backhaul facilitates the use of network slicing to isolate resources for each, and separately customize each service.   In this contribution we focus on using an Ethernet and Unstructured Connectivity Services as options for backhaul hops to transport any access type.
2	Network Architecture
2.1	Overview
An Ethernet or Unstructured Connectivity Service setup by a UE component in an IAB node transports a payload over one hop, with the PDU session terminated in a simplified UPF that supports packet forwarding/routing and minimal other functions.  For IAB Nodes directly connected to the Donor, a UPF may be selected in the core network data center as would be the case for any UE.  The connectivity services setup by a UE component of an IAB node may in principle transport packets containing any payload, including N1, N2, N3, N4, Xn, F1, N3, OA&M, Wifi Ethernet, LTE S1 or other packets, as the Relay PDU Session is independent of the “Application” transported by the IAB Node UE.   
Observation 1: An IAB Connectivity Service may transport any interface the is carried via IP or Ethernet, including N1, N2, N3, N4, Xn, F1, N3, OA&M, Wifi Ethernet, LTE S1
While this provides flexibility and future-proofness to address many scenarios, in the current proposal we focus on transport of NR.  The UE serving IAB node may contain a full gNB or be split CU/DU.   For the sake of clarity, we discuss and show examples where the UE serving IAB node contains a DU, and F1 is transported over one or more IAB node PDU sessions, though the same transport protocols may be used for NG.   Specifically, or the CU/DU split case the F1-U GTP/UDP/IP and F1-C F1-AP/SCTP/IP are “Application” packets transported PDU sessions over the 5G-AN layers.   
In addition, the Donor may also be split CU/DU.   Hence the CU for all subscriber traffic, and for Donor nodes may be virtualized in a DC.   The CU/DU split structure is further described in section 2.2 and depicted in figure 1.
IAB Nodes that serve downstream IAB nodes (in multi-hop scenarios) contain a full gNB (DU plus CU) to relay the downstream IAB node traffic.   They also contain a greatly simplified UPF so PDU sessions may be terminated at each hop.  This is also further described in section 2.2 and depicted in figure 2.   
Observation 2:  UE serving IAB nodes may contain full gNBs or gNBs that are split CU/DU.  When an IAB node serves other downstream IAB nodes, it contains a full gNB.
Connectivity services used for backhaul hops are proposed to have some special characteristics to optimize transport, including greatly simplified UPFs, and optimized PDU session anchor selection and relocation.   Ethernet or Unstructured Connectivity Service is proposed to avoid UPF/SMF allocation of IP addresses to IAB node UEs.   This facilitates IAB Node Mobility to a new upstream IAB node when needed due to radio conditions.  IAB node address management (eg: of F1 and GTP tunnel endpoints) is handled separately and hence UPF/SMF allocation of addresses is not needed for IAB.  This is further discussed in the context of the protocol stacks in section 2.3
Observation 3:  Ethernet or Unstructured PDU Sessions may be used for backhaul.   The selection is FFS and is dependent on the routng/forwarding mechanism selected to control the path of packet flows over IAB hops.
To facilitate implementation, use of network slicing is an appealing option to customize PDU sessions used for backhaul, and isolate resources used for backhaul from those used for access.   However, the use of slicing is not required.
Observation 4:  Network Slicing may be a good way to customize PDU sessions used for backhaul, and isolate resources used for backhaul from those used for access, but it is not required.

2.2 	Network Architecture
A single hop architecture for IAB is shown in figure 1.  Aspects associated with UE PDU sessions are indicated in blue while those associated with backhaul PDU sessions are shown in red.  The UE embedded in the IAB node behaves as a “normal” UE, registering / authenticating with the NGC.   It then sets up one or more backhaul PDU sessions to transparently transport an application payload which may consist of the UE User Plane, Control Plane, IAB Node Control Plane, OA&M and other packets requiring transport.   
Access F1s-Us from the serving IAB node are aggregated across UEs into the backhaul PDU sessions terminating in UPF-1.  Similarly access F1-Cs are aggregated across UEs into the backhaul PDU session terminating in UPF-2.   Hence individual UEs need not be visible at each hop in the backhaul.  Finally, as shown in the figure, the Donor RAN may also be split CU/DU, though this split is not required.
Observation 5: An IAB Node embedded UE may setup separate PDU Sessions to transport traffic of different types (eg: u-plane, c-plane, OA&M).  Traffic from multiple subscriber UEs may be aggregated by the IAB Node embedded UE onto a PDU Session and transported transparently.
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Figure 1: Single hop IAB using PDU Connectivity Service
To support multiple hops through more than one IAB node, each hop for each traffic type is a self-contained connectivity service between an IAB UE and a UPF as shown in figure 2.  As in figure 1, both UE serving IAB Node 2 and the Donor are shown split CU/DU.  Again, other options with a full gNB in the UE serving IAB node may be configured as the PDU sessions can transport any IP or Ethernet packet (eg: F1 or NG).  IAB nodes at intermediate hops (eg: IAB Node 1) contain both a gNB and a UPF so PDU sessions setup by downstream IAB Nodes can be terminated locally.  These nodes also contain an IAB UE for upstream PDU sessions.  IAB nodes at intermediate hops may also contain a DU to serve directly connected UEs, as is shown for IAB Node 1 in Figure 2.   In this case the IAB node must internally coordinate lower layers in the DU and gNB for in-band IAB (eg: for MAC layer scheduling). 
Observation 6: IAB nodes that may act as intermediate hops between a Donor and a UE Serving IAB node contain a gNB and greatly simplified UPF.  The gNB may serve UEs directly connected to the IAB Node, or these UEs may be served by a separate DU in the IAB node (with coordinated scheduling for in-band IAB). 
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Figure 2: Multi-Hop IAB
	

2.3	 User Plane Protocol

Figure 3: User Plane Protocols
[bookmark: _Hlk505788649][bookmark: _Hlk513565368]The user plane protocol for the UE is shown in figure 3 for two hop IAB.  Since Ethernet or Unstructured connectivity services are used for backhaul transport, the backhaul PDU Sessions are not concerned with IP address management and hence no IP addresses are issued by the IAB UPFs/SMFs.  The Node IP addresses are allocated using existing setup procedures, and destination IP addresses for the User Plane are known from the GTP tunnel endpoints. The protocol stacks show a “FWD” (forwarding) layer to route/forward packets through the IAB tree.   FWD may be one of three options, the selection of which is FFS.  It may be:
1. An “Adaptation layer”, if the routing/forwarding is defined by 3GPP
2. “Ethernet”, if Ethernet is used to forward packets. In this case Ethernet PDU sessions would be used for IAB.
3. The “IP layer” of the GTP/UDP/IP F1-U packet, if routing is used to determine the forwarding path.  In this case IP is directly on PDCP, and routing tables at each node determine the next upstream or downstream hop.
[bookmark: _Hlk513567681]Observation 7:  Ethernet or Unstructured Connectivity Service over backhaul hops requires no change to current IP address management, and backhaul PDU Sessions need not be concerned with IP address management.  3GPP may select between IP, Ethernet or a 3GPP protocol to forward packets to the correct next hop node.    
Middle-hop IAB nodes contain embedded UPFs dedicated to terminating PDU sessions from UEs embedded in downstream IAB nodes.  The only currently identified function performed by these UPFs is packet forwarding / routing / bridging.  These UPFs have no external user plane interface.  Hence the user plane protocol below the forwarding/routing (FWD) layer need not be specified (as shown in Figure 3).
Observation 8: The only identified function of IAB Node embedded UPFs is forwarding/routing.   Layers below “FWD” in the UPF user plane are not externally exposed and may be left to implementation.
As the IAB tree topology changes due to radio conditions, a forwarding / routing control plane protocol must maintain correct routes between the UE serving IAB node and the CU F1 tunnel endpoint.    The IAB node controlling CU(s) will receive RRM/RRC link quality measurements from IAB Node embedded UEs, and these measurements may be used in determining routing/forwarding paths.   The CU(s) may then program appropriate paths through the IAB nodes using a selected control plane protocol, much like an SDN controller.   This  allows path selection based on a centralized view of the backhaul topology, and more easily permits IAB specific aspects, such as radio link quality, to be considered as a path selection factor.  The programming protocol should be selected by 3GPP and is FFS.  It may be RRC or an SDN protocol like OpenFlow.  However, like RRM, the logic used by the controller to calculate forwarding paths should not require standardization. 
Observation 9: A variety of options may be considered for the IAB forwarding control plane protocol.  SDN-like control, where a CU programs paths in downstream nodes, may have some advantages to customize path selection for IAB based on wireless aspects, while minimizing 3GPP standardization impact.
In discussing the forwarding control plane, it can be useful to separate connectivity from forwarding / routing.  Connectivity between downstream and upstream nodes determines the IAB tree/graph topology, and should be established based on radio aspects, hop count between UEs and a Donor, and other such factors.   Given an available topology, the forwarding control plane may specify one or more paths between the UE’s CU and UE serving IAB nodes.   For example, a downlink packet could be duplicated by the UE’s CU and sent to two different UE serving IAB nodes via different F1-U tunnels that correspond to the different F1 tunnel DU endpoints where the UE is connected.
Observation 10:  IAB can support multi-connectivity, with multiple paths to the UE.  It may be useful to consider establishing forwarding paths through an available IAB tree structure separately from management of radio level UE and IAB node connectivity.

2.4 	UE Control Plane Protocol


Figure 4: UE Access Control Plane Protocols

The control plane protocol for the UE Access is shown in figure 4.  Like the user plane in figure 3, the control plane is transported between the UE serving IAB node and the UE’s CU by Ethernet or Unstructured PDU sessions.  Hence the protocol stacks in the middle “IAB node”, “Donor” and "UPF IAB Node” are identical in figures 3 and 4.   The UE serving “IAB-node” differs only in the payload transported, which is F1-C (F1-AP/SCTP/IP) instead of F1-U 
Observation 11:  The protocol stacks used to transport and the UE Control plane across backhaul hops are identical to that used to transport the Access user plane, and comprises one or more chained PDU sessions.
For the uplink, the DU in the UE serving IAB node forms an F1-AP/SCTP/IP packet as would a DU in a non-IAB RAN.  As was the case for the user plane, the FWD layer may be one of three options, the selection of which is FFS. 
2.5 	IAB Node Control Plane


Figure 5: IAB Node Control Plane
The control plane protocol for the IAB node-2 is shown in figure 5 for the two-hop case.   IAB node-2 contains a UE-part with a normal UE protocol stack.   As depicted, RRC is terminated in IAB-node 1, which as a middle hop IAB node contains a full gNB.   NG-C (including N1 and N2) are transported over upstream hops in the node hierarchy by PDU sessions, which in the case shown is one hop to the Donor and UPF.  NG-C is transported as an application by the UE embedded in IAB node-1.  That is, the NG-AP/SCTP/IP packet normally generated by a gNB control plane is the “Application” transported by the PDU session user plane.   The PDU session used for control plane transport may be different from that used for user plane, as shown in figure 1.  
The backhaul transport for the IAB node control plane is identical to that shown in figures 3 and 4, except IAB-Node-1 is one air-interface hop closer to the Donor compared to the UE, and the payload transported is the IAB node control plane rather than the UE control or user plane. 	
Observation 12:  The protocol stacks used to transport and the IAB node control plane across backhaul hops is identical to that used to transport the UE User plane and UE Control plane and comprises one or more chained PDU sessions.
3 	Optimizations for IAB
While existing R15 interfaces and procedures may be used to support Ethernet or Unstructured Connectivity Service based IAB, better performance may be achieved in several areas by enabling new functionality as described in this section.
3.1	PDCP Layer Encryption
As is evident in the control and user plane protocol stacks, nested PDCP layers provide redundant encryption.   Hop-by-hop encryption is not necessary when encryption is in addition provided between the UE serving DU and the UE’s CU.  
Observation 13: When UE serving IAB nodes contain a DU, efficiency may be improved by disabling PDCP layer encryption in the IAB PDU Sessions.   
The method to disable redundant PDCP layer encryption is FFS.  One option is to use network slicing to customize the Ethernet backhaul connectivity service so PDCP encryption is disabled.
3.2	UPF Selection
A UPF embedded in an IAB node may be selected by a downstream UE embedded in an IAB node by using procedures defined in Release 15 that allow local UPF assignment (see TS23.501, section 6.3.3).  
In summary: 
1. The UE in the IAB node one hop from the donor (IAB-A) establishes PDU sessions as would a normal UE.  It requests DNNs for “IAB”, and an appropriate SMF is selected.   The SMF may select a UPF that services many IAB nodes (eg: a UPF located in a data center).  A PDU session for OA&M signaling is established.     
2. The UPF embedded in IAB-A (UPF-A) uses transport provided by the OA&M PDU session to register with an NRF, providing its location in the IAB-A node.  Alternatively, the IAB-A node management may register UPF-A with the NRF. 
3. The NRF provides UPF-A information to the SMF, including the location of UPF-A in the IAB-A node
4. A UE embedded in a downstream IAB node (IAB-B) requests PDU session setup (NAS message) through IAB-A.  In the initial N2 UE message to the CN, the IAB-A gNB sends the UE location (at IAB-A).   
5. The SMF selects UPF-A embedded in IAB-A by matching the location sent in the initial N2 UE message and the UPF-A location provided to the SMF by the NRF.
This can be made more efficient by eliminating steps 1 through 3 and instead have the initial N2 UE message to the CN provide an indication of the presence of a co-located or local UPF, and optionally an N4 interface address of the UPF.   A similar mechanism is used currently for LTE Relays.   The SMF skips UPF selection if it agrees, based on the received indication and other factors such as subscription data, that a co-located UPF is appropriate for the PDU session.   The SMF response to the IAB node contains an ack. that the co-located UPF may be selected for the PDU session.
Observation 14: A mechanism similar to that used for LTE relays can make selection of a UPF embedded in an IAB node more efficient and avoid use of the NRF to select a UPF based on location.   
It is FFS whether N4 may be made optional for embedded UPFs.
3.3 	Ethernet / Unstructured PDU Session Anchor (UPF) Relocation
While IAB will first focus on stationary IAB nodes, handover of a downstream IAB node to a new upstream IAB node may be required to allow dynamic changes in network topology (tree or mesh structure) as radio conditions change.   In these multi-hop scenarios, PDU Session Anchor Relocation from a source UPF within an IAB node to a target UPF within a different IAB will be necessary.  Current (R15) procedures entail UPF relocation after handover and are message intensive. An alternative is to integrate Ethernet / Unstructured PDU session anchor relocation with handover, and eliminate PDU session anchor relocation specific signaling with the NGC. This is possible because Ethernet and IAB Unstructured PDU sessions do not manage the IP addresses assigned to the UE, and hence the anchor may be changed autonomously by the RAN.   A proposed mechanism to do this is:
1. During initial UPF selection as described in section 3.2, the SMF response to the IAB node includes an indication that autonomous PDU Session Anchor (UPF) reselection by the RAN is authorized.  If an N4 address was provided by the RAN, the SMF may provide the services it normally provides via N4 to the embedded UPF.   
2. At Handover of an IAB Node UE is shown in figure 6 (modified from TS 38.300): 
a. In step 3, if there are Ethernet / Unstructured PDU sessions currently anchored in an IAB node, the IAB node includes a “co-located UPF Request“ in the Handover Request from Source  Target IAB node.
b. In step 4, the target IAB node determines whether it can handle the request, and in step 5 it replies to the Source IAB node.
c. If the target supports an N4 capable UPF, a Path Switch request containing the N4 Address is sent to the SMF in Step 9 (via the AMF).   The SMF acknowledges the receipt of the new UPF address in the Path Switch Request Ack.   
d. If the target supports an embedded UPF without N4, it may be possible to eliminate Steps 9 through 11.  as there is no GTP tunnel endpoint outside of the IAB node that requires update.  
e. If the target does not support a local/co-located UPF, the SMF is informed and provided the Target N3 tunnel address (TEID and IP@) in Step 9, as would normally occur at handover.   The SMF selects a new UPF (eg: in a Data Center) and provides the UPF N3 tunnel address to the Target gNB in Step 11.



Figure 6: Handover with integrated PDU Session Anchor Relocation for Ethernet or IAB Unstructured PDU Sessions

Observation 15: Relocation of Ethernet or IAB Unstructured PDU Session anchors (UPFs) between IAB nodes may be made part of Handover.  The number of messages in the handover sequence is either unchanged, or reduced by eliminating Path Switch Request/Response.  
In figure 6 we have designated the Source and Target as “gNB/UPF” rather than IAB node.   In addition to supporting IAB, Handover with integrated Ethernet or Unstructured PDU Session Anchor relocation may be used anytime it is desirable to co-locate a gNB with a UPF for Ethernet or Unstructured service, for example in enterprise deployments where a simple 5G access point is needed that provides an Ethernet connection to a private enterprise LAN.
Observation 16: Handover with integrated Ethernet or Unstructured PDU Session Anchor relocation may have applications beyond IAB, particularly to support mobility for 5G access points that provide Ethernet service.
4	Startup Procedure
The Startup Procedure is shown for the two-hop IAB node architecture shown in figure 2.  It is based on Release 15 procedures with optimizations described in section 2.
Preconditions:
1. As part of IAB node OA&M, a Subscriber Record has been established in the UDM for each IAB Node UE.   This may be in a dedicated UDM for IAB node UEs. 

[image: ]

Figure 7: IAB Startup Procedure

1. The IAB Node 1 UE registers with the NGC according to the General Registration procedure in TS 23.502 section 4.2.2.2.2.  The IAB Node UE requests an IAB network slice (S-NSSAI). The IAB Node is authenticated if needed according to the Registration procedure.   

2. The IAB Node 1 UE establishes PDU sessions for OA&M, Control Plane and User Plane.  Additional PDU sessions may be desirable and are FFS.

3. The IAB Node 1 gNB uses the connectivity provided by the OA&M PDU session to obtain configuration information from OA&M

4. The IAB Node 1 gNB uses the connectivity provided by the Control Plane PDU session to setup the NG interface to the NGC, and Xn interfaces with neighbors.  When radio setup is complete, UE service is enabled.   

5. Same as Step 1 with IAB Node 2 UE taking the place of IAB Node 1 UE.  Additionally the IAB Node 1 gNB sends Registration signaling to the NGC via the PDU session established by the IAB Node 1 UE.

6. Same as Step 2 with IAB Node 2 UE taking the place of IAB Node 1 UE, and UPF selection proposed in section 3.2 is applied.   

7. Same as step 3 with IAB Node 2 UE taking the place of IAB Node 1 UE, except configuration information is relayed across two chained PDU Sessions, the first between the IAB Node 2 UE and IAB Node 1 UPF, and the second between the IAB Node 1 UE and the UPF selected in step 2.

8. Same as step 4, except F1 is setup rather than NG and Xn, and signaling and user plane traffic are each relayed across two chained PDU Sessions.
Observation 16: IAB setup may use Release 15 procedures with little to no modification
Proposal 3: IAB Setup procedures should be based on mechanisms defined in release 15 that establish connectivity from the UE to the RAN and NGC.   The proposed mechanisms should be documented in TR 38.874
5	Proposals
We make the following observations and proposals:
Observation 1: An IAB Connectivity Service may transport any interface the is carried via IP or Ethernet, including N1, N2, N3, N4, Xn, F1, N3, OA&M, Wifi Ethernet, LTE S1
Observation 2:  UE serving IAB nodes may contain full gNBs or gNBs that are split CU/DU.  When an IAB node serves other downstream IAB nodes, it contains a full gNB.
Observation 3:  Ethernet or Unstructured PDU Sessions may be used for backhaul.   The selection is FFS and is dependent on the routng/forwarding mechanism selected to control the path of packet flows over IAB hops.
Observation 4:  Network Slicing may be a good way to customize PDU sessions used for backhaul, and isolate resources used for backhaul from those used for access, but it is not required.
Observation 5: An IAB Node embedded UE may setup separate PDU Sessions to transport traffic of different types (eg: u-plane, c-plane, OA&M).  Traffic from multiple subscriber UEs may be aggregated by the IAB Node embedded UE onto a PDU Session and transported transparently.
Observation 6: IAB nodes that may act as intermediate hops between a Donor and a UE Serving IAB node contain a gNB and greatly simplified UPF.  The gNB may serve UEs directly connected to the IAB Node, or these UEs may be served by a separate DU in the IAB node (with coordinated scheduling for in-band IAB). 
Observation 7:  Ethernet or Unstructured Connectivity Service over backhaul hops requires no change to current IP address management, and backhaul PDU Sessions need not be concerned with IP address management.  3GPP may select between IP, Ethernet or a 3GPP protocol to forward packets to the correct next hop node.    
Observation 8: The only identified function of IAB Node embedded UPFs is forwarding/routing.   Layers below “FWD” in the UPF user plane are not externally exposed and may be left to implementation.
Observation 9: A variety of options may be considered for the IAB forwarding control plane protocol.  SDN-like control, where a CU programs paths in downstream nodes, may have some advantages to customize path selection for IAB based on wireless aspects, while minimizing 3GPP standardization impact.
Observation 10: IAB can support multi-connectivity, with multiple paths to the UE.  It may be useful to consider establishing forwarding paths through an available IAB tree structure separately from management of radio level UE and IAB node connectivity.
Observation 11:  The protocol stacks used to transport and the UE Control plane across backhaul hops is identical to that used to transport the Access user plane, and comprises one or more chained PDU sessions.
Observation 12:  The protocol stacks used to transport and the IAB node control plane across backhaul hops is identical to that used to transport the UE User plane and UE Control plane and comprises one or more chained PDU sessions.
Observation 13: When UE serving IAB nodes contain a DU, efficiency may be improved by disabling PDCP layer encryption in the IAB PDU Sessions.   
Observation 14: A mechanism similar to that used for LTE relays can make selection of a UPF embedded in an IAB node more efficient and avoid use of the NRF to select a UPF based on location.   
Observation 15: Relocation of Ethernet or IAB Unstructured PDU Session anchors (UPFs) between IAB nodes may be made part of Handover.  The number of messages in the handover sequence is either unchanged or reduced by eliminating Path Switch Request/Response.  
Observation 16: Handover with integrated Ethernet or IAB Unstructured PDU Session Anchor relocation may have applications beyond IAB, particularly to support mobility for 5G access points that provide Ethernet service.
Proposal 1: PDU Connectivity Services for backhaul hops should be studied further in the IAB Study Item and included in the technical report.
Proposal 2: Optimizations to the PDCP Layer, UPF Selection for Ethernet and Unstructured PDU Sessions, and Session Anchor Relocation for Ethernet and Unstructured PDU Sessions should be considered in the IAB Study Item and included in the technical report.
Proposal 3: IAB Setup procedures should be based on mechanisms defined in Release 15 that establish connectivity from the UE to the RAN and NGC.   The proposed mechanisms should be documented in TR 38.874
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