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1
Introduction

At RAN3#99bis we agreed to continue work on avoiding UEs to go to RRC_IDLE when Context Retrieval via Xn is not possible due to lack of Xn connectivity.

There were several proposals how to achieve this mentioned, one of them was presented in all details:

1)
setup Xn with NG-RAN nodes neighbouring the RNA when this becomes necessary.

2)
relay context fetch over NG.

3)
relay context fetch over Xn.

 This document discusses those solutions and give a conclusion:
2
Discussion

2.1
Setup Xn with NG-RAN nodes neighbouring the RNA
Setting up Xn with gNBs neighbouring the RNA before such is necessary does not comply with the approach taken so far for Rel-15, as this represents connectivity outside the RNA. While it may be already quite challenging to achieve Xn connectivity within an RNA, especially if the RNA is rather large (note, that large RNAs have their merits if increased system capacity in terms of low RNA update traffic load is to be achieved), Xn connectivity outside the RNA is practically requiring a fully Xn-meshed AMF serving area, which is not at all practical.
So, when looking at the scenario of setting up an Xn connection when needed, it can be seen that this incurs the following delay to the overall UE Context retrieval procedure:

1.
The neighbouring NG-RAN node would need to be requested, via the AMF to provide an Xn-C signalling TNL address. Assuming a security gateway close to the 5GC, this gives a delay in the order of traversing the NG-C 4 times plus some processing time in the involved nodes. 
Response: the concept of “traversing NG-C is unclear. We should count the messages. Here we understand that TNL address discovery is done which should be count as 4 NG messages.
If the TNL address is provided once and is not changed, this would reduce the time of traversing NG-C. If the TNL address changed, this would be only become known at Xn setup to a possible wrong node.
2.
The Xn Setup needs to be performed, with the security gateway close to the 5GC,  this gives a total of 2 times traversing the NG-C plus some processing time in the involved nodes. 
Response: it is misleading and speculative to make restrictions on the position of security gateway. The calculation should be generic to be fair. We should count NG and Xn messages to be fair. Here we count 2 Xn messages for the Xn Setup.
3.
The UE Context retrieval itself, again, with the assumption of the security GW close to 5GC, this is 2 times delay to traverse NG-C plus some processing time in the involved nodes.
Response: UE context retrieval itself should be 2 Xn messages. Then we have DFRR (Data Forwarding address + Release Request) counting for 2 Xn messages. Then PSR (Path Switch Request) counting for 2 NG messages.
Observation 1: Total delay for “setup Xn with NG-RAN nodes neighbouring the RNA when this becomes necessary” is 4+2+2 = 8 times traversing the NG-C (plus some processing time). 
Response: Observation 1 is obviously wrong. The right total number of messages as explained above for this option is in reality: Tnl disco (4NG)+ Xn setup (2Xn)+ Xn retrieve (2 Xn) + DF&RR(2Xn) + PSR (2NG)= 6 NG + 6 Xn. 
2.2
UE Context Retrieval via the AMF by means of NGAP relay of the XnAP Retrieve UE Context procedure

With similar estimations like in section 2.1 the following delay figures can be seen:

The UE Context retrieval procedure requires 2 NG-AP messages. Assuming the security GW close to 5GC this would require 2 times traversing the NG-C in each direction resulting in the equivalent of a total of 4 times traversing the NG-C. The time delay in the AMF is minimised since it does not need to access any UE context.

Observation 2: Total delay for “relay context fetch over NG” is 4 times traversing the NG-C (plus some processing time) 
Response: Observation 2 is obviously wrong. The right total number of messages as explained above for this option is in reality: AMF-relayed Context retrieval (4G) + DFRR (4NG) + PSR (2NG)= 10 NG
2.3
UE Context Retrieval via a proxy NG-RAN node by means of XnAP relay of the XnAP Retrieve UE Context procedure

With similar estimations like in section 2.1 the following delay figures can be seen:
Assuming a proxy node, the old and the new NG-RAN node would need to contact the proxy node, which gives in total, assuming security GW close to the 5GC, twice the delay as compared to the NGAP solution. 
Response: we assume that by the concept of proxy node (as meant so far in RAN3) we mean a node to which the NG-RAN nodes have already an Xn connectivity established beforehand in a “registration phase”.

1.
Setup Xn-C on the old side, assuming the security GW close to 5GC this would require traversing the NG-C 2 times.
2.
Setup Xn-C on the new side, assuming the security GW close to 5GC this would require traversing the NG-C 2 times.

NOTE: If the Xn-C connection to the proxy NG-RAN node is kept on the old and new side, overall delay is reduced.

3.
Sending and receiving UE Context requires each traversing the NG-C 4 times
Observation 3: Total delay for “relay context fetch over Xn” requires traversing the NG-C 8 times.
Response: Observation 3 is obviously wrong. The right total number of messages as explained above in this option is in reality: Context retrieval over Xn (4 Xn) + DFRR (4Xn) + PSR (2NG). = 8 Xn + 2 NG
Note to reduce the latency the NG interface towards the proxy could be established all the time. This would however increase the required amount of SCTP connections, which is regarded to be a limited resource at the NG-RAN node (we have started the whole discussion on Xn connectivity for that reason).
2.4 Comparison

Table 1 below show a comparison between the three methods. Green indicates best and red worst.
	Method
	Latency

	Setup Xn with NG-RAN nodes neighbouring the RNA
	8*TNG-C

	relay context fetch over NG
	4*TNG-C

	relay context fetch over Xn
	8*TNG-C


Table 1: Comparison of the three methods
Response: Above table is wrong: here are the real figures as explained above:
	Method
	Latency

	Setup Xn with NG-RAN nodes neighbouring the RNA
	6 NG + 6 Xn

	relay context fetch over NG
	10 NG

	relay context fetch over Xn
	2 NG + 8 Xn


Table 1: Comparison of the three methods in number of messages.
From the table we see that the method “relay context fetch over NG” has about half the latency compared to “Setup Xn with NG-RAN nodes neighbouring the RNA” and “relay context fetch over Xn”. 
As an additional item of comparison ...
... one should be reminded, that a proxy RAN node would fulfil the very same function as an AMF would have “by nature” for ANR related signalling, i.e. resolving an NG-RAN node’s ID and allowing NG-RAN nodes to exchange CP TNL addresses for Xn Setup. Introducing a proxy RAN node would unnecessarily duplicate an existing 5GC function into NG-RAN, which should be avoided by all means.

3
Conclusion
We briefly looked at the solutions mentioned at the last meeting to avoid UEs going to RRC_IDLE if no Xn interface is established for performing the XnAP Retrieve UE Context procedure, and see clear advantages to go with the NGAP relay. This is proposed to follow with TPs submitted in R3-182722 (TS 38.300), R3-182723 (TS 38.413) and R3-182724 (TS 38.410).
Response: As can be seen from the table, the number of messages involved are about the same in the three options. However, the AMF-relay option is the one that “hits” the most the AMF and the RAN-CN interface by multiplying the NG messages by a factor of X2 to X5. 
This is to be taken into account when multiplying the figures above by the number of UEs moving out of RAN at a given time in the AMF-serving area and considering that one initial objective of RRC_inactive State was supposed to reduce the RAN-CN signalling!
Proposal: eliminate the AMF-relay option as the worst solution as shown in this paper.
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