Page 4
Draft prETS 300 ???: Month YYYY
[bookmark: _GoBack]3GPP TSG RAN WG3 Meeting #100	Tdoc R3-183210
Busan, Korea, 21st – 25th May

Agenda Item:	23.2
Source:	Ericsson
[bookmark: _Hlk513721070]Title:	E1 multiple SCTP associations - for 38.463
Document for:	pCR TS 38.463

Introduction
At the previous RAN3 meeting, there was a discussion on whether to support multiple SCTP associations over E1. RAN3 has already introduced the possibility of having multiple SCTP associations over the F1-C interface to support control plane (CU-CP) virtualization. Supporting multiple SCTP associations over E1 is needed to also support user plane (CU-UP) virtualization. This is required to enable the different deployment scenarios outlined during the CP-UP split study item and captured in TS 38.806.
Discussion 
Regarding the TNL solution for the F1-C interface, RAN3 has already agreed the following:
· There can be multiple SCTP associations for one F1-C instance to enable, for example, node capacity required for UE signalling to scale out;
· Such SCTP associations may have different endpoints (represented by different IP addresses and possibly SCTP port numbers) at the CU-CP side;
· The information enabling the solution is exchanged by means of the Configuration Update procedure.
We can then derive the following principles:
Observation 1: It is already assumed in RAN3 that the CU-CP can be geo-redundant/distributed, e.g. for scaling out capacity relative to dedicated signalling.
Observation 2: In the case of F1-C, the relevant information enabling a distributed CU-CP is exchanged via the Configuration Update procedure.
Based on the above, we think it is essential that the corresponding support is also enabled over the E1 interface, which is a control plane interface where most of the traffic is related to bearer handling (corresponding to UE handling):
· The support for multiple SCTP association over F1-C offers the possibility of virtualizing the CU-CP and therefore enable deployment scenarios such as scenario 3 in TS 38.806. 
· The support for multiple SCTP associations over E1 would offer the possibility of virtualizing also the CU-UP and therefore enable deployment scenarios such as scenario 1 and 2 in TR 38.806. 
Therefore, supporting multiple SCTP associations over E1 is critical for split deployments.
It is proposed to enable the support of multiple SCTP associations over the E1 interface to enable user-plane (CU-UP) virtualization.
It is proposed to realize the exchange of the needed information between CU-CP and CU-UP in line with the corresponding solution already agreed for F1-C.
RAN3 is kindly asked to agree with TP for TS 38.463 in Annex I.

Conclusion
In this contribution, we discussed the importance of supporting multiple SCTP associations to enable user-plane (CU-UP) virtualization.
1. [bookmark: _In-sequence_SDU_delivery]It is proposed to enable the support of multiple SCTP associations over the E1 interface to enable user-plane (CU-UP) virtualization.
It is proposed to realize the exchange of the needed information between CU-CP and CU-UP in line with the corresponding solution already agreed for F1-C.
[bookmark: _Hlk513721272]RAN3 is kindly asked to agree with the TP for TS 38.463 in Annex I.
Annex I: pCR for TS 38.463

<<<<<< START CHANGE >>>>>>

[bookmark: _Toc513053688]8.2.6	gNB-CU-CP Configuration Update 
[bookmark: _Toc513053689]8.2.6.1	General
The purpose of the gNB-CU-CP Configuration Update procedure is to update application level configuration data needed for the gNB-CU-CP and the gNB-CU-UP to interoperate correctly on the E1 interface. This procedure does not affect existing UE-related contexts, if any. The procedure uses non-UE associated signalling.
[bookmark: _Toc513053690]8.2.6.2	Successful Operation


Figure 8.2.6.2-1: gNB-CU-CP Configuration Update procedure: Successful Operation.
The gNB-CU-CP initiates the procedure by sending a GNB-CU-CP CONFIGURATION UPDATE message to the gNB-CU-UP including an appropriate set of updated configuration data that it has just taken into operational use. The gNB-CU-UP responds with GNB-CU-CP CONFIGURATION UPDATE ACKNOWLEDGE message to acknowledge that it successfully updated the configuration data. 
The updated configuration data shall be stored in both nodes and used for the duration of the TNL association or until any further update is performed.
If the gNB-CU-CP TNL Association To Add List IE is contained in the gNB-CU-CP CONFIGURATION UPDATE message, the gNB-CU-UP shall, if supported, use it to establish the TNL association(s) with the gNB-CU-CP. The gNB-CU-UP shall report to the gNB-CU-CP, in the gNB-CU-CP CONFIGURATION UPDATE ACKNOWLEDGE message, the successful establishment of the TNL association(s) with the gNB-CU-CP as follows:
-	A list of TNL address(es) with which the gNB-CU-UP successfully established the TNL association shall be included in the gNB-CU-CP TNL Association Setup List IE;
-	A list of TNL address(es) with which the gNB-CU-UP failed to establish the TNL association shall be included in the gNB-CU-CP TNL Association Failed To Setup List IE.
If the gNB-CU-CP TNL Association To Remove List IE is contained in the gNB-CU CONFIGURATION UPDATE message the gNB-CU-UP shall, if supported, initiate removal of the TNL association(s) indicated by the received gNB-CU-CP Transport Layer Address towards the gNB-CU-CP.
If the gNB-CU-CP TNL Association To Update List IE is contained in the gNB-CU-CP CONFIGURATION UPDATE message the gNB-CU-UP shall, if supported, overwrite the previously stored information for the related TNL Association. 
If the TNL Usage IE is included in the gNB-CU-CP TNL Association To Add List IE or the gNB-CU-CP TNL Association To Update List IE, the gNB-CU-UP shall, if supported, use it as described in TS 38.462 [yy].

[bookmark: _Toc513053691]8.2.6.3	Unsuccessful Operation


Figure 8.2.6.3-1: gNB-CU-CP Configuration Update procedure: Unsuccessful Operation.
If the gNB-CU-UP cannot accept the update, it shall respond with a GNB-CU-CP CONFIGURATION UPDATE FAILURE message and appropriate cause value. 
If the GNB-CU-CP CONFIGURATION UPDATE FAILURE message includes the Time To Wait IE, the gNB-CU-UP shall wait at least for the indicated time before reinitiating the GNB-CU-CP CONFIGURATION UPDATE message towards the same gNB-CU-UP.
[bookmark: _Toc513053692]8.2.6.4	Abnormal Conditions
Not applicable.

<<<<<< START CHANGE >>>>>>

[bookmark: _Toc513053738]9.2.1.13	GNB-CU-CP CONFIGURATION UPDATE
This message is sent by the gNB-CU-CP to transfer updated information for a TNL association.
Direction: gNB-CU-CP  gNB-CU-UP
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	gNB-CU-CP ID (FFS)
	O
	
	9.3.1.x4
	
	YES
	reject

	gNB-CU-CP Name (FFS)
	O
	
	PrintableString(SIZE(1..150,…))
	
	YES
	ignore

	gNB-CU-CP TNL Association To Add List 
	
	0..1
	
	
	YES
	ignore

	>gNB-CU-CP TNL Association To Add Item IEs
	
	1..<maxnoofTNLAssociations>
	
	
	EACH
	ignore

	>>TNL Association Transport Layer Information
	M
	
	CP Transport Layer Information
9.3.2.2
	
	-
	-

	>>TNL Association Usage
	M
	
	ENUMERATED (ue, non-ue, both, …)
	
	-
	-

	gNB-CU-CP TNL Association To Remove List 
	
	0..1
	
	
	YES
	ignore

	>gNB-CU-CP TNL Association To Remove Item IEs
	
	1..<maxnoofTNLAssociation>
	
	
	EACH
	ignore

	>>TNL Association Transport Layer Address
	M
	
	CP Transport Layer Information
9.3.2.2
	Transport Layer Address of the gNB-CU.
	-
	-

	gNB-CU-CP TNL Association To Update List 
	
	0..1
	
	
	YES
	ignore

	>gNB-CU-CP TNL Association To Update Item IEs
	
	1..<maxnoofTNLAssociations>
	
	
	EACH
	ignore

	>>TNL Association Transport Layer Address
	M
	
	CP Transport Layer Address
9.3.2.2
	Transport Layer Address of the gNB-CU.
	-
	-

	>>TNL Association Usage
	O
	
	ENUMERATED (ue, non-ue, both, …)
	
	-
	-



	Range bound
	Explanation

	maxnoofTNLAssociations
	Maximum numbers of TNL Associations between the gNB-CU-CP and the gNB-CU-UP. Value is FFS.



[bookmark: _Toc513053739]9.2.1.14	GNB-CU-CP CONFIGURATION UPDATE ACKNOWLEDGE
This message is sent by a gNB-CU-UP to a gNB-CU-CP to acknowledge update of information for a TNL association.
Direction: gNB-CU-UP  gNB-CU-CP
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	gNB-CU-CP TNL Association Setup List 
	
	0..1
	
	
	YES
	ignore

	>gNB-CU-CP TNL Association Setup Item IEs
	
	1..<maxnoofTNLAssociations>
	
	
	EACH
	ignore

	>>TNL Association Transport Layer Address
	M
	
	CP Transport Layer Address
9.3.2.y1
	Transport Layer Address of the gNB-CU
	-
	-

	gNB-CU-CP TNL Association Failed to Setup Lis
	
	0..1
	
	
	YES
	ignore

	>gNB-CU-CP TNL Association Failed To Setup Item IEs
	
	1..<maxnoofTNLAssociations>
	
	
	EACH
	ignore

	>>TNL Association Transport Layer Address
	M
	
	CP Transport Layer Address
9.3.2.y1
	Transport Layer Address of the gNB-CU
	-
	-

	>>Cause
	M
	
	9.3.1.2
	
	
	

	Criticality Diagnostics
	O
	
	9.3.1.3
	
	YES
	ignore



	Range bound
	Explanation

	maxnoofTNLAssociations
	Maximum numbers of TNL Associations between the gNB-CU-CP and the gNB-CU-UP. Value is FFS.



[bookmark: _Toc513053740]9.2.1.15	GNB-CU-CP CONFIGURATION UPDATE FAILURE
This message is sent by the gNB-CU-UP to indicate gNB-CU-CP Configuration Update failure.
Direction: gNB-CU-UP  gNB-CU-CP
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	Cause
	M
	
	9.3.1.2
	
	YES
	ignore

	Time to wait
	O
	
	9.3.1.6
	
	YES
	ignore

	Criticality Diagnostics
	O
	
	9.3.1.3
	
	YES
	ignore
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