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Introduction
At the last meeting some clarifications and corrections regarding the support of multiple TNLAs over F1-C were introduced. In this contribution, we address the remaining issues: 
1. When the gNB-DU should send the gNB-CU Configuration Ack message: the gNB-DU should be allowed to reply with gNB-DU Configuration Ack message before finalizing the establishment of the TNLA to avoid issues related to e.g., temporary transport problems (see more explanations below).
2. TNLA binging: to avoid unnecessary implementation complexity, we believe that it is better to limit the TNLA binging update based on redirection to the first DL message from gNB-CU to gNB-DU.
Discussion
The mechanism for supporting multiple TNL associations over F1 foresees that the gNB-DU includes in the gNB-DU Configuration Ack message a list of TNLAs that have been successfully established and a list of TNLAs that failed to establish. However, the time when the gNB-DU should respond to the gNB-CU with the gNB-DU Configuration Ack message is not clearly specified. Based on current specification text (TS 38.473) it seems that the gNB-DU should wait until the TNLA establishment is finalized (or failed) before replying to the gNB-CU. However, we see the following problems with this approach:  
· It is not clear what happens if the TNLA establishment fails e.g., due to a temporary transport problem. 
· [bookmark: _GoBack]Should the gNB-DU keep trying to establish the TNLA? If yes, it is not clear for how long the gNB-DU should keep trying before sending the gNB-DU Configuration Update Ack. If the gNB-DU waits too long, the gNB-CU may consider the procedure failed and issue a new gNB-CU Configuration Update. If the gNB-DU does not wait long enough, it exposes the failure to higher layer (F1AP) too early which would be very inefficient as there would be at least another configuration update procedure needed before the gNB-DU can start trying again to establish the TNLA. The latter problem arises also in the case that the gNB-DU does not keep trying at all to establish the TNLA and immediately reports a failure in the gNB-DU Configuration Update Ack message, which would be very inefficient.
· What action should the gNB-CU take after receiving a failure? The gNB-CU does not have information of the type of error that generated the failure. For example, it does not know whether the failure is permanent (e.g., the gNB-DU is not allowed to reach the request IP address) or temporary (e.g., some link in the transport network is temporary not operational). Based on this the gNB-CU does not know whether to ask the gNB-DU to try again with a given IP address or if it should assume that this IP address cannot be used with this gNB-DU.
To avoid these problems, we believe that the gNB-DU should respond with the gNB-DU Configuration Ack message before waiting for the (successful / unsuccessful) establishment of the TNLAs. In the gNB-DU Configuration Ack message, the gNB-DU includes all the valid TNL addresses for which it is going to try an TNLA establishment. Afterwards, the gNB-DU keeps trying to establish the TNLAs toward these addresses and, if successful, it strives to keep the TNLA active. As soon as a TNLA is successfully established, the gNB-DU sends a message to the gNB-CU over this new TNLA (e.g., a configuration update or a new dedicated F1AP message). After the gNB-CU receives this message, the new TNLA is operational.
Proposal 1:	Clarify that the gNB-DU does not need to wait for the (successful / unsuccessful) establishment of the TNLAs before sending the gNB-DU Configuration Update Ack message to the gNB-CU.  
Proposal 2:	Perform the gNB-DU Configuration Update procedure on the new established TNLA to inform the gNB-CU that the corresponding TNLA is operational. Alternatively, define a new (gNB-DU initiated) F1AP procedure for this purpose.   
Another issue that we want to tackle is when the gNB-CU should be allowed to perform a UE TNLA binding update by directly sending a message to the gNB-DU on a different TNLA. We believe that this should be limited to the first DL message from gNB-CU to gNB-DU. The reason is to avoid unnecessary implementation complexity. In fact, based on the current text in TS 38.401, it seems that the gNB-CU can at any time send a message for a UE on a new TNLA. This may cause that the gNB-CU constantly updates the UE TNLA binding i.e., at every new DL message for the UE the gNB-CU uses a new TNLA. This seems very inefficient and creates unnecessary implementation complexity. Therefore, we prefer to clarify that the gNB-CU can update the UE TNLA binding by sending a DL message on a new TNLA only for the first DL message for the UE in question. If needed, we prefer to define a new procedure to allow the gNB-CU to update the UE TNLA binging after the first DL message. 
Proposal 3:	Clarify that the gNB-CU can update the UE TNLA binding by sending a DL message on a new TNLA only for the first DL message for the UE in question.
Conclusion
In this contribution, we discussed clarifications and corrections related to the support of multiple SCTP associations over the F1 interface.   
Proposal 1:	Clarify that the gNB-DU does not need to wait for the (successful / unsuccessful) establishment of the TNLAs before sending the gNB-DU Configuration Update Ack message to the gNB-CU.  
Proposal 2:	Perform the gNB-DU Configuration Update procedure on the new established TNLA to inform the gNB-CU that the corresponding TNLA is operational. Alternatively, define a new (gNB-DU initiated) F1AP procedure for this purpose.   
Proposal 3:	Clarify that the gNB-CU can update the UE TNLA binding by sending a DL message on a new TNLA only for the first DL message for the UE in question.
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In the following, the procedure for managing multiple TNLAs for F1-C is described.



Figure 8.X.1: Managing multiple TNLAs for F1-C.

1. The gNB-DU establishes the first TNLA with the gNB-CU using a configured TNL address. 
2. – 3. Once the TNLA has been established, the gNB-DU initiates the F1 setup procedure to exchange application level configuration data 
4. – 5. When needed, the gNB-CU may add additional TNL Endpoint(s) to be used for F1-C signalling between the gNB-CU and the gNB-DU pair using the gNB-CU Configuration Update procedure. If supported, the gNB-DU checks whether it is possible to initiate the setup of the additional TNLAs (e.g., it checks whether the TNLA addresses provided by the gNB-CU are valid). The gNB-DU sends the GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message indicating which TNLAs have been accepted and which TNLAs have been rejected. The gNB-DU does not need to wait for the establishment of the TNLAs to be finalized for sending the GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message. The gNB-CU Configuration Update procedure also allows the gNB-CU to request the gNB-DU to modify or release TNLA(s). 
	Editor’s note: Further clarification regarding the establishment of the TNLA are needed.
After the establishment of a new TNLA is finalized successfully, the gNB-DU initiates the gNB-DU Configuration Update procedure on this TNLA. After the gNB-DU Configuration Update procedure is finalized, the new TNLA is operational and can be used for other procedures.
The F1AP UE TNLA binding is a binding between a F1AP UE association and a specific TNL association for a given UE. The gNB-CU decides the F1AP UE TNLA binding by sending the first F1AP message for the UE on a given TNLA. Afterwards, the TNLA binding decided by the gNB-CU is kept for the lifetime of the UE. After the F1AP UE TNLA binding is created, the gNB-CU can update the UE TNLA binding by sending the F1AP message for the UE to the gNB-DU via a different TNLA. The gNB-DU shall update the F1AP UE TNLA binding with the new TNLA. 
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