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Introduction
As part of the Study Item on Integrated Access and Backhaul for NR [1], 3GPP has agreed to identify and evaluate potential solutions for following requirements and aspects associated with the efficient operation of integrated access and wireless backhaul for NR:
· Efficient and flexible operation for both inband and outband relaying in indoor and outdoor scenarios 
· Multi-hop and redundant connectivity
· End-to-end route selection and optimization
· Support of backhaul links with high spectral efficiency
· Support of legacy NR UEs

This contribution gives and overview and discusses requirements of node discovery and route selection/management for IAB.
IAB Node Configuration and Topology Formation
An example of a network with integrated access and backhaul links is shown in Figure 1 below. The operation of the different links may be on the same or different frequencies (also termed ‘in-band’ and ‘out-band’ relays). While efficient support of out-band relays is important for some NR deployment scenarios, it is critically important to understand the requirements of in-band operation which imply tighter interworking with the access links operating on the same frequency to accommodate duplex constraints and avoid/mitigate interference.  
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Figure 1: Integrated access and backhaul links
Three key components of the tight interworking for IAB are topology management, route management, and frame structure and scheduling as shown in Figure 2.
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Figure 2: Key components of IAB design
Topology management includes the following characteristics: 1) happens on long time scales, 2) manages static hop order, 3) handles initial access of relay nodes, and 4) changes every time a node is added or removed. On the other hand route management happens at a much faster time scale (e.g. happens over 10s or 100s of ms) and routes are updated for load variance and blocking. Finally, depending on the network architecture, the scheduling of backhaul links may be performed by a central node (e.g. an aggregation point) or may be distributed across multiple nodes, requiring coordination of resource allocation/route selection information.
Proposal 1: The IAB design should support long-term topology management, short-term route management, and mechanisms for optimizing resource allocation/route selection across multiple IAB nodes/backhaul hops.

The remaining sections discuss architecture implications of supporting various aspects of IAB node configuration, network integration, and topology formation.

IAB Node Discovery and Configuration
Besides supporting synchronization and cell discovery for links between gNBs and UEs, NR should support also support link establishment and maintenance between IAB-nodes. Since the deployment of IAB nodes may vary over time as network densification takes place, self-discovery and self-configuration of IAB-nodes is important for simplifying network management and increasing deployment flexibility.  
Proposal 2: Over-the-air self-discovery and self-configuration of IAB nodes should be captured as a key requirement for the IAB architecture design.

One straightforward way to support this requirement is to use the same physical layer signals and channels for performing initial access, link management (e.g. RRM/RLM), and other basic procedures for connection setup/reconfiguration. For example, each IAB node could be considered to have both DU functionality as well as UE functionality. The relay UE is connected to a donor gNB or DU of a higher hop order, while the relay DU serves relay UEs inside IAB nodes of lower hop orders or its own access UEs. As part of initial connection establishment it is expected that the network would become aware that a relay UE corresponds to a given IAB node and is not a normal access UE. This would then allow the network to begin the provisioning and setup of the relay DU and incorporate the relay into the backhaul network topology and set up routing functionality as well.

As noted in the agreements from RAN3#99, the details of IAB node setup procedures under the either EPC or NGC network cases is FFS. IAB nodes need a mechanism for performing initial access in order to set up connectivity between nodes depending on the relay topology. If the IAB nodes have UE functionality, they can perform synchronization/random access using the same signals and channels as access UEs with a common framework. This can also be extended to support topology/route adaptation with existing mobility or dual/multi-connectivity procedures if the UE-function of the relay remains in RRC CONNECTED mode after initial IAB node discovery/relay setup is completed.
Given the potentially enhanced processing and hardware capabilities of IAB nodes, the configuration of physical and higher layer parameters may be optimized as well as introducing the configuration of parameters related to initial access and resource allocation specific for IAB. 
Proposal 3: For both NSA and SA cases, the IAB node acts as a regular UE during initial connection and establishment and maintains connectivity as a UE in order to perform route switching and reconfiguration using CONNECTED mode UE procedures.
IAB Topology Management
For densely deployed mmWave NR systems, the area covered by an NR node can be quite small, so a dense deployment of NR nodes in a given area could require a significantly larger number of deployment sites. As a result, in addition to the ability to performing route switching within a given topology, multi-connectivity is a critical feature to support robustness and fast route selection in case of blockage events as shown in Figure 3.
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Figure 3: Multi-connectivity for IAB

Route adaptation depends on multiple factors such as load and propagation variations (e.g. blockage events). Utilization of fast centralized retransmissions of lost RLC PDUs which are supported by NR [2] may be performed across different multi-connectivity legs may be one solution to quickly recover from failed transmissions.
Proposal 4: The IAB design should support mechanisms for multi-connectivity for topology and route management, leverage existing NR solutions of fast centralized retransmission of pending PDCP PDUs.
[bookmark: _GoBack]Conclusion
In this contribution, we identify some key requirements and solutions for supporting IAB node discovery, network integration, and topology management which should be considered as part of the study item. The following proposals are offered for consideration:
Proposal 1: The IAB design should support long-term topology management, short-term route management, and mechanisms for optimizing resource allocation/route selection across multiple IAB nodes/backhaul hops.
Proposal 2: Over-the-air self-discovery and self-configuration of IAB nodes should be captured as a key requirement for the IAB architecture design.
Proposal 3: For both NSA and SA cases, the IAB node acts as a regular UE during initial connection and establishment and maintains connectivity as a UE in order to perform route switching and reconfiguration using CONNECTED mode UE procedures.
Proposal 4: The IAB design should support mechanisms for multi-connectivity for topology and route management, leverage existing NR solutions of fast centralized retransmission of pending PDCP PDUs.
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