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1 Introduction
A new study item on ‘Integrated Access and Backhaul for NR was approved in RAN#75 [1], which includes the following study item:
· Route selection and optimization [RAN2, RAN1, RAN3], e.g.

· Mechanisms for discovery and management of backhaul links for TRPs with integrated backhaul and access functionalities

· RAN-based mechanisms to support dynamic route selection (potentially without core network involvement) to accommodate short-term blocking and transmission of latency-sensitive traffic across backhaul links

· Evaluate the benefit of resource allocation/route management coordination across multiple nodes, for end-to-end route selection and optimization.

And in RAN2#AH1801 meeting, the following agreements have been reached [2]:

1: IAB design shall support multiple backhaul hops


- The architecture should not impose limits on the number of backhaul hops.


- The study should consider scalability to hop-count an important KPI.


- Single hop is considered a special case of multiple backhaul hops.

2: Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links
For the multi-hop IAB network, routing in the RAN part is an important issue since a packet will be forwarded via multiple intermediate IAB nodes between the Donor gNB and a specific UE. In this paper, we discuss how to select a valid route for a packet in multi-hop IAB network.
2 Discussion
2.1 Potential routing schemes

As shown in the Figure 1, during data transmission between UE and Donor gNB, there could be three possible routes: 1) DgNB<->R1<->R2<->R4<->UE; 2) DgNB<->R1<->R2<->R5<->UE; 3) DgNB<->R1<->R3<->R5<->UE. Regarding routing selection for data transmission, there are two alternatives:

-
Alt 1. Destination Address based routing; and
-
Alt 2. Path information based routing.
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Figure 1. Example for Routing Selection
Alt 1. Destination Address based routing
Generally, a routing table including routing information can be maintained in each node, such as Donor gNB or IAB node. And the destination information should be added in the header of packet e.g. in the adaptation layer. For each packet, the immediate IAB node can check the routing information in its routing table according to the destination information and find the next hop IAB node. The routing information, for example, can be the mapping between destination information of a packet and corresponding next hop IAB nodes, and the destination information can be the target IAB node’s ID or UE ID.

[image: image2.emf]R2 is 

selected 

based on 

Routing 

Table and 

Destination 

Address

R2

R3

R4

R5

R1

Donor gNB

UE

R4 is 

selected 

based on 

Routing 

Table and 

Destination 

Address


Figure 2. An Example of Destination Address Based Routing

· Option 1: the destination information is target IAB node ID. The donor gNB first finds the IAB node which directly connects with the UE, and routes the packet to this IAB node. Then this IAB node finds the UE that the packet is destined for, and forwards it accordingly. In this case, for Donor gNB or each intermediate IAB node, the routing table should include each reachable IAB node and its mapped next hop, and the Donor gNB needs to add the target IAB node’s ID and UE ID in header of each packet.
· Option 2: the destination information is UE ID. For the Donor gNB or each IAB node, the routing table should include all the reachable UEs and the corresponding mapped next hop. In this case, the Donor gNB only needs to add the UE ID in the header of each packet.
Table 1. Comparison between Option 1 and Option 2
	
	Option 1
	Option 2

	Routing table size
	Number of reachable RNs
Lower complexity
	Number of reachable UEs
Higher complexity

	Routing table stability
	RN is fixed
Routing table updated infrequently
	UE is moving
Routing table updated frequently 

	Destination information
	UE index and IAB node index
More overhead
	UE index
Less overhead


A comparison between Option 1 and Option 2 is shown in Table 1. Considering that the number of IAB nodes in the network is stationary and the IAB node deployment is physically fixed, Option 1 is beneficial for low complexity and signaling overhead. Moreover, the extra bits for IAB node index can be easily supported in NR .
Alt.1 supports easily UE mobility. For example, if the UE moves from R4 to R5, then the destination information should be updated from R4 to R5. In the case of multiple connectivity, the destination information could be more complicated which needs further study.
Alt 2. Forwarding Path based routing.

Besides the previous destination address based routing, another candidate solution which we will call the forwarding path based routing method is also suitable for IAB multi-hop network. 
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Figure 3. An Example of Forwarding Path based Routing

With this solution, the Donor gNB determines the whole forwarding path towards the IAB node serving the UE for each UE’s downlink packet based on some collected topology information, and it will add the UE ID and forwarding path information before forwarding it to the next hop. The forwarding path information is used to identify a forwarding path and is known to every node in this forwarding path. Each intermediate IAB node will forward the packets to a designated next hop node according to the forwarding path information. The IAB node to which the UE is connected can remove the forwarding path information and forward the packet to the UE. For uplink, the forwarding path could be configured in advance.

For example, the path information can be a path ID. The Donor gNB allocates a path ID for each fixed forwarding path (i.e. R1->R2->R4->UE) and informs each path ID and corresponding path information to every IAB node along this path. In this case, the path information of all possible forwarding paths of all IAB nodes may be enormous.
For UE mobility, e.g. if the UE moves from R4 to R5, the forwarding path should be updated by the Donor gNB correspondingly.
Alt.1 destination address based routing could have some benefits in terms of flexibility and saving overhead.
Proposal 1    Agree to study and evaluate both Destination Address based routing and Forwarding Path based routing.

2.2 Routing update
When the IAB topology changes, e.g. topology reestablishment and reconfiguration due to backhaul link failure, the route information should be updated accordingly to ensure that a packet can be forwarded to the target UE via the new and correct route.
Based on Alt 1 Destination Address based routing, the routing table can be updated in a distributed way. Each node can update its own routing table according to the current IAB topology since all information of the routing table is about upstream/downstream IAB node ID and UE ID. On the other hand, for Alt 2 Forwarding Path based routing, when the IAB topology changes, the forwarding path should be updated by Donor gNB correspondingly in a centralized way, and each IAB node should be reconfigured with the new path information (i.e. path ID) informed by Donor gNB. 
Distributed routing updates could have some benefit in terms of flexibility and saving overhead.
Proposal 2   Both distributed and centralized routing updates are required to be studied further.

3 Conclusion
Based on the discussion, we have the following proposals:
Proposal 1    Agree to study and evaluate both Destination Address based routing and Forwarding Path based routing.
Proposal 2   Both distributed and centralized routing updates are required to be studied further.
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Annex
9.x

Routing Management

In case of multiple hops, routing in the RAN part is an important issue for that a packet can be forwarded via multiple intermediate IAB nodes between the Donor gNB and a specific UE, e.g. how to select an efficient and valid route for a packet, and how to update the routing information when the topology changes and for mobility.
9.x.1
Destination Address based Routing
In this solution, a routing table including routing information is maintained in each node, such as Donor gNB or IAB node. And the destination information should be added in the header of packet e.g. in the adaptation layer. For each packet, the immediate IAB node can check the routing information in its routing table according to the destination information and find the next hop IAB node. The routing information, for example, can be a kind of topology of neighbour hop IAB nodes and the destination address can be target IAB node ID or UE ID.
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Figure 9.x.1-1: An Example of Destination Address based Routing
9.x.2
Forwarding Path based Routing

With this solution, the Donor gNB determines the whole forwarding path towards the UE connected IAB nodes for each UE’s downlink packet based on some collected topology information, and it will add the UE ID and forwarding path information before forwarding it to the next hop. The forwarding path information is used to identify a forwarding path and is known to every node in this forwarding path. Each intermediate IAB node will forward the packets to a designated next hop node according to the forwarding path information. And the IAB node to which the UE is connected can remove the forwarding path information and forward the packet to UE. For uplink, the forwarding path could be configured to each IAB node in advance.
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Figure 9.x.2-1: An Example of Forwarding Path based Routing
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