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Introduction
For MR-DC with 5GC, RAN2-98 has agreed that the DRB ID is uniquely assigned for one UE:
Agreements

1
For MR-DC the DRB ID is uniquely assigned for one UE (independent of whether it is MCG or SCG DRB)
2
For EN-DC, MeNB assigns DRB ID.
This contribution discusses how to achieve the unique DRB ID assignment across MN/SN and propose the corresponding TP for XnAP TS 38.423 [1].
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Discussion
In the LTE-NR interworking (i.e. EN-DC, aka NSA), only the master node is allowed to assign an ID (5 bit space) to a data radio bearer for a UE regardless of whether it is serviced by MN or SN. The secondary node cannot assign a DRB ID at all. This is mainly because SN cannot establish/modify/release a DRB on its own (it has to request the master node to or be requested by the master node) and the ID management by one node makes security updates less frequent due to wraparound (DRB ID is used as input to the PDCP encryption algorithm). By this way, the unique ID assignment could be guaranteed for a UE.
On the other hand, MR-DC is facing a new situation as SN can establish/modify/release a DRB on its own. 

Observation 1: For unique DRB ID assignment, MR-DC faces a new situation since SN can establish/modify/release a DRB on its own compared to EN-DC.
For MR-DC, the same EN-DC principle may be considered that one node (MN) manages all the DRB ID allocation. Then, whenever SN wants to add a new DRB, it has to request to MN for the corresponding DRB ID allocation. Such a centralized management looks convenient for the uniqueness guarantee, however, this somewhat goes against the advantage of the SN’s own DRB managements, i.e., SN has a freedom to establish/modify/release a DRB on its own. Moreover, an extra Xn signalling and the corresponding delay would be always incurred every time SN wants to add a new DRB.
Observation 2: Reusing EN-DC principle for MR-DC will incur Xn signalling and delay, every time SN wants to add a new DRB.
Therefore, it is desirable to go in a direction of allowing some degree of freedom for SN. At least during the initial SN addition procedure, MN should be able to give some available DRB IDs that can be played by SN.
Proposal 1: MN provides available DRB IDs that can be used by SN during the initial SN addition procedure.

Given some available DRB IDs, SN can enjoy some degree of freedom (establish/modify/release a DRB on its own) without bothering MN. MN also enjoys within its share without bothering SN.

Then, the time always comes when one node needs more than its share. In that case, both MN and SN needs to negotiate the shares of the entire DRB ID pool again, i.e., some negotiation mechanism should be defined for MR-DC.

Observation 3: The negotiation of the shares of the entire DRB ID pool between MN and SN is also necessary. 
How to achieve the negotiation and the corresponding Xn signalling support are open for discussions. But from the Xn signalling perspective, there are some aspects to consider for the negotiation procedure. 

·  Given that entire DRB ID pool is partitioned between MN and SN, it is not just SN who needs to initiate this procedure. MN may also need to initiate this procedure when it needs more. As a result, this procedure is better to be defined as agnostic to which node triggers it. 

·  The negotiation at least requires class-1 procedure as new partition result should be provided back to one who initiated.

Based on the above reasoning, the existing XnAP procedures in [1] does not fit. We thus propose to define a new class-1 bi-directional procedure for the negotiation of the DRB ID shares between MN and SN

Proposal 2: Define a new class-1 and bi-directional (REQUEST, RESPONSE) procedure for the negotiation of DRB ID shares between MN and SN.

Regarding how to achieve the negotiation, one simple way can be that the initiating node provides the DRB IDs currently used by itself, and the receiving node redesign bi-partition considering its currently used DRB IDs as well. For the ease of exposition, let’s simplify that the entire DRB ID pool is only with 3 bit space. There are in total 8 DRB IDs available and suppose that the DRB ID pool was split into the first half (1, 2, 3, 4) for MN and the second half (5, 6, 7, 8) for SN. When MN needs more DRB ID, MN can include its currently used DRB IDs in the initiating message. Let’s say that they are IDs 3 and 4 (assuming that IDs 1 and 2 were used but released). When SN receives the request, SN can consider its currently used DRB IDs (say IDs 7 and 8) together with the included MN’s currently used DRB IDs to redesign the bi-partition. Since IDs 3 and 4 are currently used by MN, on top of those, MN’s pool can further include IDs from SN that are not currently used. Vice versa for SN. One possible result of new bi-partition can be (3, 4, 5, 6) for MN and (1, 2, 7, 8) for SN.

Of course, other information can be considered and a better split of the entire DRB ID pool may come out. But using the currently used DRB IDs by both MN and SN for new split is quite straightforward and simple as described above. Therefore, we propose the negotiation request message to include the currently used DRB IDs of the requesting node and the negotiation response message to include new split result for the requesting peer, i.e., its new DRB share.

Observation 4: For a new split of the entire DRB ID pool, it is straightforward to consider the currently used DRB IDs by both MN and SN.
Proposal 3: For the negotiation procedure, the REQUEST message includes the currently used DRB IDs of the requesting node and the RESPONSE message includes new DRB ID share for the requesting node. 
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Conclusion

In the present contribution we make the following observations:

Observation 1: For unique DRB ID assignment, MR-DC faces a new situation since SN can establish/modify/release a DRB on its own compared to EN-DC.
Observation 2: Reusing EN-DC principle for MR-DC will incur Xn signalling and delay, every time SN wants to add a new DRB.
Observation 3: The negotiation of the shares of the entire DRB ID pool between MN and SN is also necessary. 

Observation 4: For a new split of the entire DRB ID pool, it is straightforward to consider the currently used DRB IDs by both MN and SN.
Based on the discussion in the present contribution and the observations above we propose: 

Proposal 1: MN provides available DRB IDs that can be used by SN during the initial SN addition procedure.

Proposal 2: Define a new class-1 and bi-directional (REQUEST, RESPONSE) procedure for the negotiation of DRB ID shares between MN and SN.

Proposal 3: For the negotiation procedure, the REQUEST message includes the currently used DRB IDs of the requesting node and the RESPONSE message includes new DRB ID share for the requesting node. 
The corresponding TP for TS 38.423 is proposed in Section 5. 
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TP for XnAP TS 38.423

----------------------------- First Change ----------------------------------------

8.3.X
DRB ID Pool Modification
Editor’s Note: All the text below is FFS.
8.3.X.1
General

The purpose of the DRB ID Pool Modification procedure is to negotiate the split of the entire DRB ID pool used by the respective NG-RAN-NODE for the unique DRB ID assignment across the M-NG-RAN-NODE and the S-NG-RAN-NODE.
The procedure uses UE-associated signalling.

8.3.X.2
Successful Operation


[image: image1.emf]M/S-NG-RAN node S/M-NG-RAN node
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Figure 8.3.X.2-1: DRB ID Pool Modification, successful operation.

The M-NG-RAN-NODE initiates the procedure by sending the DRB ID POOL MODIFICATION REQUEST message to the S-NG-RAN-NODE or the S-NG-RAN-NODE initiates the procedure by sending the DRB ID POOL MODIFICATION REQUEST message to the M-NG-RAN-NODE.

Upon reception of the DRB ID POOL MODIFICATION REQUST message, the receiving node replies with the DRB ID POOL MODIFICATION RESPONSE message.
The requesting node shall include the DRB ID Current List IE within the DRB ID POOL MODIFICATION REQUEST message. The responding node may use this information and the currently used DRB IDs of the responding node to generate new split of the entire DRB ID pool. The responding node shall include the DRB ID Available List IE within the DRB ID POOL MODIFICATION RESPONSE message to be used as the available DRB IDs pool for the requesting node. 
8.3.X.3
Unsuccessful Operation

Not applicable.

8.3.X.4
Abnormal Conditions

Void.
---------------------------- Second Change ---------------------------------------

9.1.2.1
S-NODE ADDITION REQUEST
This message is sent by the M-NG-RAN node to the S-NG-RAN node to request the preparation of resources for dual connectivity operation for a specific UE.
Direction: M-NG-RAN node ( S-NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	UE Security Capabilities
	M
	
	<reference>
	
	YES
	reject

	SgNB Security Key
	M
	
	<reference>
	The S-KgNB which is provided by the M-NG-RAN node, see xxx.
Editor’s Note: terminology “S-KgNB” to be fixed with SA3 and RAN2
	YES
	reject

	S-NG-RAN node UE Aggregate Maximum Bit Rate
	M
	
	UE Aggregate Maximum Bit Rate 

<reference>
	The UE Aggregate Maximum Bit Rate is split into M-NG-RAN node UE Aggregate Maximum Bit Rate and S-NG-RAN node UE Aggregate Maximum Bit Rate which are enforced by M-NG-RAN node and S-NG-RAN node respectively.
	YES
	reject

	Selected PLMN
	O
	
	PLMN Identity

<reference>
	The selected PLMN of the SCG in the S-NG-RAN node.
	YES
	ignore

	Handover Restriction List
	O
	
	<reference>
	
	YES
	ignore

	PDU sessions To Be Added List
	
	1
	
	
	YES
	reject

	>PDU sessions To Be Added Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	reject

	>>PDU session ID
	M
	
	<reference>
	
	–
	

	>>S-NSSAI
	O
	
	<reference>
	
	–
	

	>>Bearer Configurations To Be Added
	
	1 .. <maxnoofBearerConfigs>
	
	
	EACH
	reject

	>>>CHOICE Bearer Configuration
	M
	
	
	
	
	

	>>>>SN terminated Bearer
	
	
	
	
	
	

	>>>>>PDU Session Setup Info – SN terminated
	M
	
	9.2.1.6
	
	–
	–

	>>>>MN terminated Bearer
	
	
	
	
	
	

	>>>>>PDU Session Setup Info – MN terminated
	M
	
	9.2.1.8
	
	–
	–

	M-NG-RAN node to S-NG-RAN node Container
	M
	
	OCTET STRING
	Includes the SCG-ConfigInfo message as defined in xxx
Editor’s Note: to be checked with RAN2
	YES
	reject

	S-NG-RAN node UE XnAP ID
	O
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	Expected UE Behaviour
	O
	
	<reference>
	
	YES
	ignore

	Requested MCG split SRBs
	O
	
	ENUMERATED (srb1, srb2, srb1&2, ...)
	Indicates that resources for MCG Split SRB are requested.
	YES
	reject

	DRB ID Available List
	
	1
	
	
	YES
	reject

	>DRB ID Available Item IEs
	
	1 .. <maxnoofDRBs> 
	
	
	EACH
	reject

	>>DRB ID
	M
	
	<reference>
	
	-
	


	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of PDU sessions. Value is 256

	maxnoofBearerConfigs
	Maximum no. of BearerConfigurations Value is FFS.

Editor’s Note: So far, only MN- and SN-terminated bearer configurations are considered.

	maxnoofBearers
	Maximum no. of bearers. Value is FFS


----------------------------- Third Change ---------------------------------------

9.1.2.Y
DRB ID POOL MODIFICATION REQUEST
This message is sent by the M-NG-RAN-NODE to the S-NG-RAN-NODE to initiate the negotiation of DRB ID shares between MN and SN.
Direction: M-NG-RAN node ( S-NG-RAN node or S-NG-RAN node ( M-NG-RAN node.
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	DRB ID Current List
	
	1
	
	
	YES
	reject

	>DRB ID Current Item IEs
	
	1 .. <maxnoofDRBs> 
	
	
	EACH
	reject

	>>DRB ID
	M
	
	<reference>
	
	-
	


9.1.2.Y
DRB ID POOL MODIFICATION RESPONSE
This message is sent by the S-NG-RAN-NODE to the M-NG-RAN-NODE to deliver the result of the DRB ID share to be used by M-NG-RAN-NODE from the bipartition of the entire DRB ID pool between MN and SN.
Direction: M-NG-RAN node ( S-NG-RAN node or S-NG-RAN node ( M-NG-RAN node.
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	DRB ID Available List
	
	1
	
	
	YES
	reject

	>DRB ID Avaiable Item IEs
	
	1 .. <maxnoofDRBs> 
	
	
	EACH
	reject

	>>DRB ID
	M
	
	<reference>
	
	-
	


M/S-NG-RAN node
S/M-NG-RAN node
DRB ID POOL MODIFICATION REQUEST
DRB ID POOL MODIFICATION RESPONSE



