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1
Introduction

This document continues discussions based on the status quo documented in R3-182388.
2
Discussion

2.1
Proposed Principles for Data Forwarding

Principle 1:
Data forwarding between RAN nodes for a specific set of user plane traffic takes place in a single tunnel (or a concatenation of tunnels) not shared with forwarded user plane traffic not belonging to the set, established between the source RAN node and target RAN node. This holds for intra- and inter-system HO as well as for RRC_INACTIVE and DC scenarios.
Principle 2:
The CN UP node at the source side should be agnostic towards any kind of forwarding decision/configuration at RAN.

Principle 3:
Inter-system data forwarding should incur as least changes to the EPS as possible.

Consequence 1:
Only one kind of end marker packet needs to be generated at a source node and traverses one or several data forwarding tunnels in between tunnel end points.  In case a data forwarding path is forked (e.g. at intra-5GS HO, this may happen at the source RAN node), the end marker packet is replicated for and sent into each forwarding tunnel. In particular this means that no per-QoS flow end marker needs to be defined.

Consequence 2:
At EPS-to-5GS intersystem HO, S1-U packets belonging to a specific set of user plane traffic mapped to an E-RAB at the (source) EPS, are forwarded through a single (concatenation of) tunnel(s) via the UPF to the target NG-RAN node. The tunnel between the UPF and the target NG-RAN node would transport user data for which the UPF would need to insert the NG-U header (29.415, i.e. the QFI) upon inspection of packets received from the source E-UTRAN via the S-GW.

2.2
Intra-5GS-Handover
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Figure 2.2-1: Forwarding of DL data – intra 5GS HO
Figure 2.2-1 shows (in blue) a single PDU Session Tunnel toward the Source NG-RAN node and data forwarding tunnels in between the source and target node: 2 DRB-level and one non-DRB level tunnel.

The intra 5GS Handover case seems to have progressed already quite far. The following is the status quo of decisions:

-
Per QoS flow suggestion for DL data forwarding from the source to target node, the source node also provides QoS flow to DRB mapping information (on Xn-level signalling).

-
The target NG-RAN node may decide the same QoS flow to DRB mapping as on the source side, and, given all QoS flows mapped to a certain DRB are finally decided to be subject to data forwarding, the target NG-RAN node provide a DL data forwarding address and in addition, if so decided, an UL data forwarding address. Both, DL and UL per-DRB data forwarding tunnels carry PDCP SDUs with the GTP-U extension header carrying the PDCP SN.

-
We have an open issue regarding “Fresh” DL data for the following case: If a DRB forwarding tunnel is established for a QoS flow (mapped to the DRB) and a non-DRB data forwarding tunnel is established as well, we have not decided yet, whether such data is only sent only via the DRB forwarding tunnel, or whether we should allow implementations to choose either the DRB or the non-DRB forwarding tunnel.
-
Following Consequence 2 listed in section 2.1, there is no need to define a per-QoS flow end marker. Last meeting’s discussions have stated that there is a delay issues when not doing so, as QoS flow data would potentially be blocked by low-priority data on the non-DRB forwarding tunnel. So far no real issue has been identified, hence principles and consequences listed in section 2.1 can be followed.
2.3
EPS(5GS Handover
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Figure 2.3-1: Forwarding of DL data – inter EPS to 5GS HO

Figure 2.3-1 shows data forwarding for a single E-RAB. The S1-U tunnel between the S-GW and the source eNB is shown in blue. The data forwarding path consists of a forwarding tunnel from the source eNB to the S-GW, from the S-GW to the UPF/PGW-U, and a tunnel between the UPD/PGW-U and the target NG-RAN node, carrying traffic related to the E-RAB. QFI handling is along Consequence 2 in section 2.1.
Mapping between QoS flows and E-RABs is known at the UE and the target (CN) side before the inter-system HO is triggered, i.e. the source EPS side is agnostic to that mapping.

Further, the end marker handling is possible without any special functions necessary at any involved nodes. Once generated at the (source) S-GW, end markers traverse all the way to the target NG-RAN node, each involved node may remove data forwarding resources once the end marker is received and forwarded. Such would not be possible if one would follow the approach to have one PDU-Session level forwarding tunnel on NG-U only.

Following Principles and Consequence listed in section 2.1, we did not reveal any no blocking issues, hence principles and consequences listed in section 2.1 can be followed.

2.4
5GS(EPS Handover
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Figure 2.4: Forwarding of DL data – inter 5GS to EPS tunnel

Figure 2.3-1 shows data forwarding for a single E-RAB. The PDU session NG-U tunnel between the UPF and the source NG-RAN node is shown in blue. The data forwarding path consists of a forwarding tunnel from the source NG-RAN node to the UPF/PGW-U, from the UPF/PGW-U to the S-GW and the S-GW to the target eNB., carrying traffic related to the E-RAB w/o any NG-U header (QFI).

Intersystem handover between 5GS and EPS is possible because the UE and the source NG-RAN has information how mapping between QoS flows and E-RABs should happen before handover preparation is triggered, the target EPS can be kept agnostic to 5G matters.

Also for this kind of handover, end marker handling is possible without any special functions necessary at any involved nodes. Once generated at the (source) UPF/PGW-U end markers traverse all the way to the target eNB, each involved node may remove data forwarding resources once the end marker is received and forwarded. The Source NG-RAN would need to replicate end markers received from the UPF into each forwarding tunnel (see Consequence 1). Such simple end marker handling would not be possible if one would follow the approach to have one PDU-Session level forwarding tunnel on NG-U only.

Further, this approach allows also to have a direct forwarding tunnel between the source NG-RAN node and the target eNB.

Following Principles and Consequence listed in section 2.1, we did not reveal any no blocking issues, hence principles and consequences listed in section 2.1 can be followed.

2.5
RRC_INACTIVE, forwarding of DL data at RAN Paging
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Figure 2.5-1: data forwarding of DL data at RAN Paging for RRC_INACTIVE

In principle the same mechanisms same as for intra-5GS HO are possible, however, realistically, in most of the cases only data forwarding for a single QoS flow is necessary, and this without any PDCP SN preservation, so we could well do with a single non-DRB forwarding tunnel until Path Switch is performed.
2.6
Dual Connectivity (intra 5GS, intra/inter-RAT)

2.6.0
General outline of possible scenarios

The following scenarios should be looked at and checked against the postulated principles:

1a.
QoS flow mobility to a newly to be established SDAP entity:
A new SDAP entity is established in a node involved in DC. The new SDAP entity serves QoS flows which were served in the peer node by an SDAP entity established at start of QoS flow mobility.

1b.
QoS flow mobility to an already established SDAP entity:

2a.
DRB mobility to a newly to be established SDAP entity:
A new SDAP entity is established in a node involved in DC. The new SDAP entity serves QoS flows, all mapped to a DRB, which were served in the peer node by an SDAP entity established at start of QoS flow mobility and are mapped to a DRB by the new SDAP as well.
2b.
DRB mobility to an already established SDAP entity.
For all of the scenarios, NG-U/NG-C and Xn-U/Xn-C handling needs to be looked at.

2.6.1a
QoS flow mobility to a newly to be established SDAP entity


[image: image5.emf]UPF

Source

NG-RAN

Target 

NG-RAN

Non-DRB


Figure 2.6.1a-1: QoS flow offload to new SDAP entity

This scenario assumes that DRB offloading is not possible, as either only parts of QoS flows mapped at the source node are moved to an SDAP entity in a target NG-RAN node or the target NG-RAN node decides to map the offloaded QoS flows differently.

As shown in Figure 2.6.1a-1
-
if data forwarding is performed for one or several QoS flows, only a single non-DRB forwarding tunnel is necessary, carrying SDAP SDU/ NG-U user packets, i.e. with an NG-U header to allow the target NG-RAN node to map the incoming packets to the established DRBs.

-
the establishment of a new SDAP entity in a peer NG-RAN node requires communication with the 5GC, a new NG-U tunnel needs to be established and the QoS flows mapped to the new SDAP entity needs to be communicated to the 5GC as well.

-
for handling of QoS flow offloading on Uu, RAN2 is currently discussing how and when to communicate to the UE that it can apply the new mapping to the old DRBs. It is expect that an end marker will also be communicated on Uu to the UE. 

-
end marker handling on NG-U does not need any special handling. If discussions are necessary for the delay topic mentioned for intra-system HO, please refer to the detailed paper in R3-182737.
2.6.1b
QoS flow mobility to an already established SDAP entity 

For this scenario no real difference can be determined as compared to 2.6.1a, apart from the fact that the second NG-U tunnel is already established and only the delta for mapping of QoS flows to NG-U tunnels would need to be communicated to the 5GC/UPF.
When it comes to end marker handling, 

-
we assume that is should be sufficient that the UPF sends a “simple” end marker, which indicates to the source NG-RAN node that no more data for the offloaded QoS flows are to be expected from the UPF via the source NG-U tunnel.

-
for handling of QoS flow offloading on Uu, RAN2 is currently discussing how and when to communicate to the UE that it can apply the new mapping to the old DRBs. It is expected that an end marker will also be communicated on Uu to the UE. 

-
end marker handling on NG-U does not need any special handling
2.6.2a
DRB mobility to a newly to be established SDAP entity

DRB mobility / offloading puts just another dimension to the QoS mobility / offloading discussed in scenarios 1a and 1b.

Data forwarding would require DRB-level forwarding tunnels end exchange of the PDCP SN receive/sent status in order to support lossless, in-order and duplication avoidance during DRB mobility.

There is no additional function expected as compared to scenario 1a and intra-system handover.
2.6.2b

DRB mobility to an already established SDAP entity 

same as for 2a
3
Conclusion
We have listed Proposals and Consequences in section 2.1 and discussed them in subsequent chapters of this paper. We propose to agree on statements in section 2.1.
Further papers with TPs and more detailled discussions can be found in 
-
R3-182737, R3182738 and R3-182739 on NG consequences for QoS flow mobility for handling of multiple NG-U tunnels
-
R3-182743, R3-182744 and R3-182745 on further DC details
We also propose to liaise to SA2 our agreements and findings, as proposed in R3-182934
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