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It has been noted in RAN3 Iu SWG that no general principle could apply to timers in RANAP and that only those timers essential for the protocol should be specified. We consider that essential timers are those already described in 25.413. This contribution intends to complete and clarify the list of timers referenced in 25.413.

The following text is proposed (Further editorial corrections could result from what is indicated in the notes. These corrections are left to the editor):

________________________________________________________________________

9.5 Timers

9.5.1 Relocation 
TRELOCprep
specifies the maximum time for Relocation Preparation in the source RNC, started at sending of RELOCATION REQUIRED message and stopped at reception of either RELOCATION COMMAND or the RELOCATION PREPARATION FAILURE messages from the CN.

TRELOCoverall
specifies the maximum time for the protection of overall Relocation procedure in the source RNC, started at reception of RELOCATION COMMAND message from the CN and stopped when the Iu Release procedure is initiated by the CN towards the source RNC or the source RNC detects that he acts again as the serving RNC.

TRELOCalloc

specifies the maximum time for Relocation Resource Allocation in the CN, started at  sending of RELOCATION REQUEST message and stopped at reception of either RELOCATION REQUEST ACKNOWLEDGE or the RELOCATION FAILURE messages from the target RNC.

TRELOCcomplete
specifies the maximum time for waiting the relocation completion in the CN, started at sending of RELOCATION COMMAND message and stopped at reception of RELOCATION COMPLETE message from the target RNC.
 Note: T(Relocation command) is referred in 25.413.

9.5.2 RAB Assignment

T RABAssgt
CN shall start this timer when sending the RAB ASSIGNMENT REQUEST. The timer is stopped at the reception of RAB ASSIGNMENT RESPONSE when all the requested RABs have been established or failed and none of them is being queued. This timer encompasses the whole RAB Assignment and Queuing procedures.

9.5.3 Queuing

TQUEUING

UTRAN shall start this timer when the request to establish or modify one or several RABs is queued. This timer specifies the maximum time for queuing of the request of establishment or modification.  The same timer TQUEUING is supervising all RABs being queued relating to the same RAB ASSIGNMENT REQUEST.

9.5.4 SRNS context transfer

TDATAfwd
RNC shall start this timer upon reception of SRNS CONTEXT REQUEST. The Iu transport bearers for RABs subject for data forwarding and other UTRAN resources used for the GTP-PDU forwarding process are released by RNC only when this timer expires.

Note: This timer is referred as T(Data Forwarding) in 25.413.

9.5.5 Overload

TigOC
CN shall start this timer upon reception of an OVERLOAD message or signalling point congested information. All subsequent OVERLOAD messages or signalling point congested information received before this timer expires shall be ignored.
TigOR
RNC shall start this timer upon reception an OVERLOAD message or signalling point congested information. All subsequent OVERLOAD messages or signalling point congested information received before this timer expires shall be ignored.

TinTC
If TigOC is not running, CN shall start this timer upon reception of any OVERLOAD message or signalling point congested information. Upon expiry of this timer the CN can increase the traffic by one step and restart TinTC unless full load has been resumed.
TinTR
If TigOR is not running, RNC shall start this timer upon reception of any OVERLOAD message or signalling point congested information. Upon expiry of this timer the RNC can increase the traffic by one step and restart TinTR unless full load has been resumed.
9.5.6 Reset

TRafC
RNC shall start this timer when sending a RESET message. When this timer expires, the RNC shall re-send a RESET message. This procedure is repeated a maximum of "n" times where "n" is set by the operator. Upon reception of a RESET message from CN, the RNC shall stop TRafC and send a RESET ACKNOWLEDGE message.
TRatC
RNC shall start this timer upon reception of a RESET message. After completion of the guard period TRatC, a RESET ACKNOWLEDGE message is returned to the CN, indicating that all UEs which were involved in a call are no longer transmitting and that all references at the UTRAN have been cleared.

TRafR
CN shall start this timer when sending a RESET message. When this timer expires, the CN shall re-send a RESET message. This procedure is repeated a maximum of "n" times where "n" is set by the operator. Upon reception of a RESET message from RNC, the CN shall stop TRafR and send a RESET ACKNOWLEDGE message.
TRatR
CN shall start this timer upon reception of a RESET message. After completion of the guard period TRatR, a RESET ACKNOWLEDGE message is returned to the UTRAN indicating that all references have been cleared.

Note: In 8.19.4.3, there's a reference to RatC and RatR where it should say RafC and RafR.
__________________________________________________________________________________

The following text revision intends to clarify the text relating usage of timers for the Overload procedure:

___________________________________________________________________________________

8.18.2  Philosophy

The philosophy used is to stem the traffic at source with known effect on the service. The algorithm used is:
At the CN side:

· If T(igOC) is not running and an OVERLOAD message or signalling point congested information is received, the traffic is reduced by one step. It is also possible optionally to indicate the number of steps to reduce the traffic. At the same time, timers T(igOC)  and T(inTC) are started.

· During T(igOC) all received OVERLOAD messages or signalling point congested information are ignored.
· This step by step reduction of traffic is continued until maximum reduction is obtained by arriving at the last step.
· If T(inTC) expires (i.e. no OVERLOAD message or signalling point congested information is received during T(inTC)) the traffic can be increased by one step and T(inTC) can be started unless full load has been resumed.

At the UTRAN side:

· If T(igOR) is not running and an OVERLOAD message or signalling point congested information is received, the traffic is reduced by one step. It is also possible optionally to indicate the number of steps to reduce the traffic. At the same time, timers T(igOR)  and T(inTR) are started.

· During T(igOR) all received OVERLOAD messages or signalling point congested information are ignored.

· This step by step reduction of traffic is continued until maximum reduction is obtained by arriving at the last step.

· If T(inTR) expires (i.e. no OVERLOAD message or signalling point congested information is received during T(inTR)) the traffic can be increased by one step and T(inTR) can be started unless full load has been resumed.


The number of steps and the method of reducing the load is considered to be an implementation specific function.

There may be other traffic control mechanisms from O&M activities occurring simultaneously.







