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1   Introduction
During RAN2#102 meeting, per-UE bearer QoS and aggregated QoS were discussed for different adaptation layer placement. The following agreements were reached.  
	Both adaptation layer placements can support per-UE-bearer QoS for a large number of UE-bearers.

Both adaptation layer placements can support aggregated QoS handling e.g. by inserting an aggregated QoS Id into the adaptation header.

· Aggregated QoS handling reduces the number of queues. This is independent on where the adaptation layer is placed.

For both adaptation layer placements, aggregation of routing and QoS handling allows proactive configuration of intermediate on-path IAB-nodes, i.e. configuration is independent of UE-bearer establishment/release.

For both adaptation layer placements, RLC ARQ can be pre-processed on TX side.


As we can see, the aggregated QoS handling may reduce the number of queues and it allows proactive configuration of intermediate on-path IAB nodes. In this contribution, we mainly discuss how to support many to one bearer mapping and aggregated QoS handling for architecture 1a and 2a respectively.

2   Discussion

Aggregated QoS handling and bearer mapping
As far as we know, many to one bearer mapping was adopted in R10 relay, which maps EPS bearers of different UEs connected to RN with similar QoS into one radio bearer over the Un interface. In addition, QCI to DSCP mapping and DSCP to QCI mapping was defined to support the many to one bearer mapping in uplink and downlink respectively. 

When it comes to the IAB scenario, many to one bearer mapping could be supported by IAB node mapping multiple access UE’s radio bearers with similar QoS characteristics into one IAB bearer. It means that the number of IAB bearer depends on different QoS characteristics of data traffics instead of the number of access UE’s radio bearers. As observed in RAN2#102 meeting, the aggregated QoS handling allows proactive configuration of intermediate on-path IAB nodes, i.e. configuration is independent of UE-bearer establishment/release.
In order to support many to one bearer mapping, QoS mapping mechanism need to be considered. This discussion is divided into CU-DU split case and non CU-DU split case as follows. 
CU-DU split case

For CU-DU split case in architecture 1a, the following two approaches could be considered. 

· Direct bearer mapping configured by donor CU

As we know, the donor CU is responsible for the DRB establishment of donor DU, IAB node DU and access UEs. In addition, the donor CU has the aggregated DRB QoS profile and QoS flow information of all access UEs and IAB node MT part. Therefore, it is possible for the donor CU to evaluate the QoS characteristics of access UE’s traffic and configure the direct bearer mapping between access UE’s DRB and IAB node’s DRB. If no suitable IAB DRB is available, the donor CU may establish new DRB with specific QoS characteristics or modify existing DRB for IAB node and then reconfigure the bearer mapping rule. 

As shown in Figure 1, access UE1 establishes radio bearer 1 and radio bearer 2 whereas access UE2 establishes radio bearer 1 with serving IAB node 1. The direct bearer mapping can be configured by donor CU as follows:

1) For serving IAB node of access UE, IAB node 1 may be configured with bearer mapping rule, such as access UE1’s radio bearer1 is mapped to IAB node 1’s radio bearer 1 whereas access UE1’s radio bearer 2 and access UE2’s radio bearer 1 are mapped to IAB node 1’s radio bearer 2. 
2) For intermediate IAB node, IAB node 2 may be configured with bearer mapping rule, such as IAB node1’s radio bearer 1 and radio bearer 2 is mapped to IAB node 2’s  radio bearer 1 and radio bearer 2 respectively. 
3) For donor DU, it may be configured similar to serving IAB node. To be specific, bearer mapping rules such as access UE1’s radio bearer1 is mapped to IAB node 2’s radio bearer 1 whereas access UE1’s radio bearer 2 and access UE2’s radio bearer 1 are mapped to IAB node 2’s radio bearer 2 are configured. 
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Figure 1 Many to one bearer mapping along the path between access UE and donor DU
As we can see, the bearer mapping rule configured for serving IAB node and donor DU is per UE specific bearer. However, the bearer mapping rule for intermediate IAB node is per IAB specific bearer. Another possibility is to consider the UE specific bearer mapping for intermediate IAB node as well. For example, the intermediate IAB node may get the access UE’s bearer info from adapt layer of data packet and map the data packet to outbound IAB radio bearer based on the UE specific bearer mapping rule. However, we see no obvious benefit compared with the IAB specific bearer mapping. 

Proposal 1: Since donor CU has all the DRB and QoS relevant information of access UE, IAB node and donor DU, it is suggested that donor CU configure direct bearer mapping rules to IAB node and donor DU. 
Proposal 2: The bearer mapping rule configured for serving IAB node and donor DU is per UE specific bearer whereas the bearer mapping rule for intermediate IAB node is per IAB specific bearer.

· QoS mapping performed by IAB node DU

As agreed in RAN3#99bis meeting, DU could get the aggregated DRB QoS profile and QoS flow information from CU. So for the IAB node DU part, it could get these QoS information and use it for the downlink scheduling. For the IAB node MT part, it should also be able to obtain the DRB configuration and QoS rules. 

Based on these information, it is possible to consider indirect QoS mapping by IAB node and donor DU. To be specific, upon receiving the data packet from downstream IAB node, IAB node derives the QoS characteristic of the inbound DRB, e.g., the QFIs associated with this DRB. Then the IAB node may submit the data packet to outbound DRB based on the QFI->DRB mapping rule. This approach requires that for a given QFI, it should reflect similar QoS characteristics along the data path of all the intermediate IAB nodes. 

In addition to QFI, DSCP could be considered to support the QoS mapping. According to TS 38.474, the IAB node DU part could derive the DSCP of the received data packet based on the 5QI or other RAN traffic parameter. For the donor DU, it may get the DSCP from the IP header of UE data packet received from donor CU. Then the IAB node could associate the data packet with QFI using DSCP based QoS rules and then submitted the data packet to outbound DRB according to the QFI->DRB mapping. This approach also requires that all the intermediate IAB node along the data path support the same DSCP<->QFI/5QI mapping rule. 

As we can see, both QFI and DSCP could be used for the aggregated QoS mapping. During the email discussion, the aggregated QoS-Id is suggested to be considered for Adapt layer to facilitate the QoS mapping. The QoS Id may be in the form of DSCP or QFI. However, based on our previous analysis, each intermediate IAB node could derive the QFI/DSCP of the received data packet based on the inbound DRB’s QoS characteristics (e.g. QFI, 5QI or other RAN traffic parameters) and then map the data packet to the outbound DRB with similar QoS characteristics. It is not necessary to include the QoS-Id in the Adapt layer.

Proposal 3: QFI or DSCP based QoS mapping could by performed by intermediate IAB node. 
Proposal 4: Since each intermediate IAB node may derive the QFI/DSCP of the received data packet based on the inbound DRB’s QoS characteristics (e.g. QFI, 5QI or other RAN traffic parameters), it is not necessary to include the QFI/DSCP info in the Adapt layer for each data packet. 
Proposal 5: For CU-DU split scenario, it is suggested to consider the following two schemes: 1) direct bearer mapping configured by donor CU; 2) QFI/DSCP based QoS mapping performed by each intermediate IAB node. 

Non CU-DU slit scenario

For the non CU-DU split scenario in architecture 2a, the IAB node gNB part should be able to get the QoS profile from AMF and perform the DRB configuration. On the other hand, the IAB node MT part should be able to get the DRB configuration from parent IAB node and get QoS rules from AMF. 

For uplink data forwarding, the serving IAB node could perform the 5QI->DSCP mapping from the UE’s radio bearer to serving IAB node’s PDU session. Then the serving IAB node MT part could map the PDU session to the serving IAB node’s QoS flow according to DSCP based QoS rules and then map the QoS flow to the radio bearer according to legacy QFI->DRB rule. For the intermediate IAB node, it may get the DSCP from the IP header of data packet and then DSCP based QoS rules could be used to determine the corresponding QoS flow and then determine which radio bearer to deliver the UE packets. 
For downlink data forwarding, DSCP marking could be performed in the UE’s UPF. The IAB node’s UPF in the IAB donor could map the data packet to the QoS flow using DSCP based QoS rules. Then the IAB node gNB part could map the data flow to the corresponding radio bearer according to legacy QFI->DRB mapping. In the intermediate IAB node, it may get the DSCP from the IP header of data packet and then DSCP based QoS rules could be used to determine the corresponding QoS flow and then determine the radio bearer to deliver the UE packets.
Proposal 6: For Non CU-DU split scenario, it is suggested to consider the mapping between 5QI and DSCP and DSCP based QoS rule for many to one bearer mapping.
3   Conclusion
In this contribution, we mainly discussed how to support many to one bearer mapping and aggregated QoS handling for architecture 1a and 2a respectively. And we have the following observations and proposals:
Proposal 1: Since donor CU has all the DRB and QoS relevant information of access UE, IAB node and donor DU, it is suggested that donor CU configure direct bearer mapping rules to IAB node and donor DU. 

Proposal 2: The bearer mapping rule configured for serving IAB node and donor DU is per UE specific bearer whereas the bearer mapping rule for intermediate IAB node is per IAB specific bearer.

Proposal 3: QFI or DSCP based QoS mapping could by performed by intermediate IAB node. 

Proposal 4: Since each intermediate IAB node may derive the QFI/DSCP of the received data packet based on the inbound DRB’s QoS characteristics (e.g. QFI, 5QI or other RAN traffic parameters), it is not necessary to include the QFI/DSCP info in the Adapt layer for each data packet. 
Proposal 5: For CU-DU split scenario, it is suggested to consider the following two schemes: 1) direct bearer mapping configured by donor CU; 2) QFI/DSCP based QoS mapping performed by each intermediate IAB node. 

Proposal 6: For Non CU-DU split scenario, it is suggested to consider the mapping between 5QI and DSCP and DSCP based QoS rule for many to one bearer mapping.
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