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1	Introduction
It was observed in a number of contributions to this meeting (e.g. R2-1810382, R2-1810676, R2-1810566, R2-1809939, R2-1809996, R2-1810678, R2-1810302) that there is an issue with lossless data delivery in IAB deployments during topology changes. 
As explained in R2-1810302, currently data recovery procedure in PDCP works in the following way:
	[bookmark: _Toc510395175]5.5	Data recovery
For AM DRBs, when upper layers request a PDCP data recovery for a radio bearer, the transmitting PDCP entity shall:
-	perform retransmission of all the PDCP Data PDUs previously submitted to re-established or released AM RLC entity in ascending order of the associated COUNT values for which the successful delivery has not been confirmed by lower layers.
After performing the above procedures, the transmitting PDCP entity shall follow the procedures in subclause 5.2.1.



As observed in the document, this means that PDCP Data PDUs, which have been already confirmed by the receiving RLC entity, will not be retransmitted. In case of hop by hop RLC ARQ, the receiving RLC entity will be located in the next hop IAB node and, when data recovery is triggered, PDCP transmitter will not resend those PDCP PDUs, which were already confirmed by the next IAB hop, although they could be lost further on the path and not reach the target (i.e. either the Access UE or Donor gNB), e.g. when topology change happens due to link failure on one of the subsequent hops. In case of end to end RLC ARQ, the confirmation from RLC is only provided in case the final destination node receives the packet (i.e. either Access UE or Donor gNB). In that situation data recovery will trigger resubmission of all PDCP PDUs which were not yet received by either Access UE or Donor gNB, so in this case the issue does not exist.
Based on this and on the online discussion, the following TP is proposed, which captures the issue in the RLC ARQ options comparison table as well as suggests potential solutions as suggested by the companies.
2	Text Proposal
<<TP start>>
[bookmark: _Toc517264652]8.2.3 	Multi-hop RLC ARQ
For RLC AM, ARQ can be conducted hop-by-hop along access and backhaul links (Figure 8.2-1b, c and 8.2-2). It is also possible to support ARQ end-to-end between UE and IAB-donor (Figure 8.2-1a). Since RLC segmentation is a just-in-time process it is always conducted in a hop-by-hop manner. The figures show example protocol stacks and do not preclude other possibilities.
The study includes hop-by-hop and end-to-end RLC ARQ. 
The type of multi-hop RLC ARQ and adaptation-layer placement have the following interdependence:
· End-to-end ARQ: Adaptation layer is integrated with MAC layer or placed above MAC layer
· Hop-by-hop ARQ:  No interdependence

End-to-end reliability requires further study.


Observations for end-to-end and hop-by-hop ARQ

	Metric
	Hop-by-hop RLC ARQ
	End-to-end RLC ARQ

	Forwarding latency
	Potentially higher as packets have to pass through RLC-state machine on each hop.
	Potentially lower as packets do not go through the RLC state machine on intermediate IAB-nodes.

	Latency due to retransmission
	Independent of number of hops
	Increases with number of hops

	Capacity
	Packet loss requires retransmission only on one link. Avoids redundant retransmission of packets over links where the packet has already been successfully transmitted.
	Packet loss may imply retransmission on multiple links, including those where the packet was already successfully transmitted. 

	Hop count limitation due to RLC parameters
	Hop count is not affected by max window size.

	Hop count may be limited by the end-to-end RLC latency due to max window size.

	Hop count limitation due to PCDP parameters
	Hop count may be limited by increasing disorder of PDCP PDUs over sequential RLC ARQ hops. This may increase probability to exceed max PDCP window size.
	Hop count does not impact disorder of PDCP PDUs due to RLC ARQ. 

	Processing and memory impact on intermediate IAB-nodes
	Larger since processing and memory is required on intermediate IAB-nodes. 
	Smaller since intermediate path-nodes do not need ARQ state machine and flow window.

	RLC specification impact
	No stage-3 impact expected
	Potential stage-3 impact 

	Operational impact for IAB-node to IAB-donor upgrades
	IAB-nodes and IAB-donors use the same hop-by-hop RLC ARQ. As a result, this functionality is completely unaffected by the upgrade of IAB-node to IAB-donor at availability of fiber, potentially reducing the effort required to confirm proper operation. 
	End-to-end RLC ARQ results in a greater architectural difference between IAB nodes vs. IAB donor nodes. As a result, additional effort may be required to complete an upgrade of an IAB node to an IAB donor upon availability of fiber.

	Configuration complexity
	RLC timers are not dependent on hop-count.
	RLC timers become hop-count dependent. 

	Lossless delivery of UL data during topology change (e.g. failure of radio link between IAB nodes)
	Current specification cannot ensure data lossless delivery when IAB topology changes are performed without additional enhancements (examples listed below).
	Lossless delivery ensured due to end to end RLC feedback.



The issue of end to end reliability in hop-by-hop RLC ARQ case could be addressed by specifying, e.g., the following mechanisms: 
· Modification of PDCP protocol/procedures. This solution would not be applicable to Rel-15 UEs which means that Rel-15 UE performance may be impaired.
· Rerouting of PDCP PDUs buffered on intermediate IAB-nodes in response to a route update (FFS what information needs to be exchanged between IAB nodes).
· Introducing UL status delivery (from the Donor gNB to the IAB node), whereby the IAB node can delay the sending of RLC ACKs to the UE until a confirmation of reception at the Donor gNB.

<<TP end>>
