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1.	Introduction
At the RAN2#102 meeting, RAN2 has evaluated two options of multi-hop RLC ARQ, i.e. hop-by-hop ARQ and end-to-end ARQ, and the evaluation result is captured in [1].
This document addresses two issues on the evaluation result.

2.	Discussion
Each option of multi-hop ARQ has pros and cons, as captured in [1]. Here, we want to express our view on the two issues, highlighted below.
	
8.2.3 Multi-hop RLC ARQ
For RLC AM, ARQ can be conducted hop-by-hop along access and backhaul links (Figure 8.2-1b, c and 8.2-2). It is also possible to support ARQ end-to-end between UE and IAB-donor (Figure 8.2-1a). Since RLC segmentation is a just-in-time process it is always conducted in a hop-by-hop manner. The figures show example protocol stacks and do not preclude other possibilities.
The study includes hop-by-hop and end-to-end RLC ARQ. 
The type of multi-hop RLC ARQ and adaptation-layer placement have the following interdependence:
· End-to-end ARQ: Adaptation layer is integrated with MAC layer or placed above MAC layer
· Hop-by-hop ARQ:  No interdependence

End-to-end reliability requires further study. (Issue1)

Observations for end-to-end and hop-by-hop ARQ
	Metric
	Hop-by-hop RLC ARQ
	End-to-end RLC ARQ

	Forwarding latency
	Potentially higher as packets have to pass through RLC-state machine on each hop.
	Potentially lower as packets do not go through the RLC state machine on intermediate IAB-nodes.

	Latency due to retransmission
	Independent of number of hops
	Increases with number of hops

	Capacity
	Packet loss requires retransmission only on one link. Avoids redundant retransmission of packets over links where the packet has already been successfully transmitted.
	Packet loss may imply retransmission on multiple links, including those where the packet was already successfully transmitted. 

	Hop count limitation due to RLC parameters
	Hop count is not affected by max window size.

	Hop count may be limited by the end-to-end RLC latency due to max window size.

	Hop count limitation due to PCDP parameters (Issue2)
	Hop count may be limited by increasing disorder of PDCP PDUs over sequential RLC ARQ hops. This may increase probability to exceed max PDCP window size.
	Hop count does not impact disorder of PDCP PDUs due to RLC ARQ. 

	Processing and memory impact on intermediate IAB-nodes
	Larger since processing and memory is required on intermediate IAB-nodes. 
	Smaller since intermediate path-nodes do not need ARQ state machine and flow window.

	RLC specification impact
	No stage-3 impact expected
	Potential stage-3 impact 

	Operational impact for IAB-node to IAB-donor upgrades
	IAB-nodes and IAB-donors use the same hop-by-hop RLC ARQ. As a result, this functionality is completely unaffected by the upgrade of IAB-node to IAB-donor at availability of fiber, potentially reducing the effort required to confirm proper operation. 
	End-to-end RLC ARQ results in a greater architectural difference between IAB nodes vs. IAB donor nodes. As a result, additional effort may be required to complete an upgrade of an IAB node to an IAB donor upon availability of fiber.

	Configuration complexity
	RLC timers are not dependent on hop-count.
	RLC timers become hop-count dependent. 






Issue 1: End-to-end reliability
Some companies think that the hop-by-hop ARQ has less end-to-end reliability compared to the end-to-end ARQ, because the PDCP discards the PDCP SDU based on the RLC ACK, and the ACKed PDCP PDU may be lost in the later hop.
However, it is not true, because the PDCP does NOT discard PDCP SDU based on the RLC ACK. This is intended behavior inherited from LTE with the reason that RLC ACK does not guarantee successful header decompression. Thus, the PDCP is allowed to discard PDCP SDU only when the discard timer expires or successful delivery is confirmed by the PDCP status report. This behavior is well specified in 38.323 (and 36.323 as well) as shown below. 
	
[bookmark: _Toc510395171]5.3	SDU discard
When the discardTimer expires for a PDCP SDU, or the successful delivery of a PDCP SDU is confirmed by PDCP status report, the transmitting PDCP entity shall discard the PDCP SDU along with the corresponding PDCP Data PDU. If the corresponding PDCP Data PDU has already been submitted to lower layers, the discard is indicated to lower layers.



Therefore, from the reliability point of view, there is no difference between two options.
Observation 1: From the end-to-end reliability point of view, there is no difference between hop-by-hop ARQ and end-to-end ARQ.
Issue 2: Hop count limitation due to PDCP parameters
For hop-by-hop ARQ, it is analyzed that the hop count may be limited by increasing disorder of PDCP PDUs over sequential RLC ARQ hops. Consequently, this may increase probability to exceed max PDCP window size. 
The current PDCP protocol is designed with the assumption that a PDCP SDU with SN >= SN(RX_DELIV) + Window_Size is not transmitted. If such PDCP SDU is received, the receiving PDCP entity regards it as an old one, and discards the PDCP SDU. It may cause HFN desynchronization problem.
However, this is well-known problem, recognized from LTE. Several methods were discussed to prevent such case, but RAN2 finally agreed to leave it up to UE implementation. A Note is added in this purpose.
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At reception of a PDCP SDU from upper layers, the transmitting PDCP entity shall:
-	start the discardTimer associated with this PDCP SDU (if configured).
For a PDCP SDU received from upper layers, the transmitting PDCP entity shall:
-	associate the COUNT value corresponding to TX_NEXT to this PDCP SDU;
NOTE 1:	Associating more than half of the PDCP SN space of contiguous PDCP SDUs with PDCP SNs, when e.g., the PDCP SDUs are discarded or transmitted without acknowledgement, may cause HFN desynchronization problem. How to prevent HFN desynchronization problem is left up to UE implementation.




The reason to leave it up to UE implementation is that it occurs very rarely. Assuming 18 bits PDCP SN size, the problem occurs only when the first packet is received after all 2^17 = 131,072 packets are received.
As this problem is not a new problem, and happens very rarely, we think this aspect is not a critical defect for hop-by-hop ARQ.
Observation 2: Hop count limitation due to PDCP parameters is not a critical defect for hop-by-hop ARQ.

Remaining aspects
In [1], various aspects were analyzed, but we think “Latency due to retransmission” and “Capacity” are most important aspects, so we think hop-by-hop ARQ is better than end-to-end ARQ. 
The end-to-end ARQ is better in terms of the aspects “Forwarding latency” and “Processing and memory impact on intermediate IAB-nodes”, but we wonder how much the latency is increased with the RLC-state machine and how much is the burden in implementing RLC-state machine in the IAB node.
As the hop-by-hop ARQ is better than the end-to-end ARQ in terms of retransmission latency and capacity point of view, and as the hop-by-hop ARQ does not have critical defect, we propose to adopt hop-by-hop ARQ for IAB study.
Proposal: Adopt hop-by-hop RLC ARQ for IAB.

3.	Proposal
In this paper, we have analyzed some aspects of multi-hop ARQ, and have following observations:
Observation 1: From the end-to-end reliability point of view, there is no difference between hop-by-hop ARQ and end-to-end ARQ.
Observation 2: Hop count limitation due to PDCP parameters is not a critical defect for hop-by-hop ARQ.
With these observations, we propose following:
Proposal: Adopt hop-by-hop RLC ARQ for IAB.
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