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1 Introduction
A new study item on “Integrated Access and Backhaul for NR” was approved in RAN#75[1], and in RAN3 #99 meeting [2], five architecture types divided into two groups are summarized as follows:
Architecture group 1: Consists of architectures 1a and 1b. Both architectures leverage CU/DU split architecture.
· Architecture 1a: 
· Backhauling of F1-U uses an adaptation layer or GTP-U combined with an adaptation layer. 
· Hop-by-hop forwarding across intermediate nodes uses the adaptation layer.
· Architecture 1b: 
· Backhauling of F1-U on access node uses GTP-U/UDP/IP. 
· Hob-by-hop forwarding across intermediate node uses the adaptation layer.
Architecture group 2: Consists of architectures 2a, 2b and 2c
· Architecture 2a: 
· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.
· Hop-by-hop forwarding across intermediate node uses PDU-session-layer routing.
· Architecture 2b: 
· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.
· Hop-by-hop forwarding across intermediate node uses GTP-U/UDP/IP nested tunnelling.
· Architecture 2c: 
· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.
· Hop-by-hop forwarding across intermediate node uses GTP-U/UDP/IP/PDCP nested tunnelling.
Architecture group 1 may be categorized as L2 relaying, since the UE related NG interface terminates at Donor CU. while the Donor DU and IAB nodes perform L2 forwarding for CP and UP packets. Whereas architecture  group 2 may be categorized as L3 relaying, since the UE related NG interface terminates at the IAB node which provides the access link for the UE, and other intermediate IAB nodes just perform L3 forwarding for UE related NG packets. In this contribution, we present some considerations about the protocol stack design of IAB network for Architecture 2a, i.e. L3 relaying solution.
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion


[bookmark: _Ref513467949]Figure 1. Reference diagram for architecture 2a
As summarized in [2], the reference diagram for architecture 2a is shown in Figure 1. Based on this exemplary two-hop IAB network scenario (UEIAB node 2IAB node 1DgNB), the UP and CP protocol stacks of the L3 Relaying solution are discussed for Architecture 2a.
2.1	UP Protocol stack of L3 Relaying
Figure 2 depicts user plane protocol stacks for L3 relaying based solution. The UE’s serving IAB node (IAB node 2) behaves as a full stack gNB towards the UE in access link, and the UE related NG interface terminates (e.g., N3 connection of user plane) at IAB node 2. The N3 interface for the UE is carried over hop-by-hop PDU sessions for the MT part of each intermediate IAB node. If we take the assumption that the PDU session type for IAB is IP, the routing of UE’s N3 packets across intermediate IAB nodes and DgNB is IP layer based. Thus, the intermediate IAB node needs to fulfil 3 different roles; gNB for child node, UPF for child node, and MT for parent node. The 3 parts should be conceptually interconnected by some internal interfaces, e.g. internal N3 interface, etc. Protocol stacks designed for NR Uu interface can be reused in the backhaul interface (i.e., interface between IAB nodes, interface between IAB node and DgNB, etc.


[bookmark: _Ref512610638][bookmark: OLE_LINK14]Figure 2. User plane protocol of L3 relaying
[bookmark: _Ref505949839] 2.2	CP protocol stack of L3 relaying 
The control plane stack for L3 relaying based solution is shown in Figure 3. IAB node 2 behaves as fully functional gNB and provides all the CP-related layers (including RRC, PDCP, RLC, MAC, PHY) of the Uu interface towards a UE. The N2 interface corresponding to the UE is terminated at IAB node 2, and such N2 interface is carried over hop-by-hop PDU sessions for the MT part of each intermediate IAB node, just like the UE related N3 interface. Thus the N2 messages between IAB node 1 and the AMF serving the UE will also be forwarded by the DgNB and IAB node 1 according to IP layer based routing. And the UP protocol stack designed for Uu interface will be reused for backhaul links, which means that the CP messages need to be carried via DRBs in backhaul links. 


[bookmark: _Ref512614706]Figure 3. Control plane protocol of L3 relaying
[bookmark: OLE_LINK2]2.3	Pros and Cons of L3 relaying solution
Such a L3 relaying based architecture has the benefit of less standardization impact when compared to L2 relaying options, due to the fact that the NR Uu interface may be reused directly for backhaul interfaces. In addition, IP based routing via each hop will be handled as a full PDU session across MT, gNB and UPF. Nevertheless, the transmission of NG packets in backhaul links is complicated and may introduce more processing delay. 
Besides the protocol stacks given in Figure 2 and Figure 3, some variants of L3 relaying solutions are also possible for architecture 2a. For example, a kind of proxy node may be introduced inside the intermediate IAB nodes and the DgNB to provide a hop-by-hop NG proxy function between the UE’s serving IAB node and NGC nodes. Such a solution enables UE related NG contexts be known by all intermediate nodes, and could facilitate QoS guarantees across intermediate hops.  
Therefore, we can draw the following proposals. 
[bookmark: OLE_LINK21]Proposal 1: Agree the proposed UP and CP protocol stacks as candidate solution for architecture 2a.
2.4	Open issues for architecture 2a
Besides the design of UP and CP protocol stacks, there are still many other open issues that need to be addressed for the architecture 2a. For example, at least the following issues should be considered:
Issue 1. How does routing work in architecture 2a? 
As introduced in [2], PDU-session-layer routing is used by intermediate nodes between Donor gNB and UE. Nevertheless, it still needs to be clarified how does such PDU-session-layer routing work across all the involved forwarding nodes. Some modifications may be needed to enable such PDU-session-layer routing, because the PDU-session-layer is only used as an internal routing layer inside the local network (internal routing means the routing between the UPF and UE across the RAN node and transport network) served by UPF traditionally, while the UPF is responsible for the external routing via N6 interface in DN (data network). 
For example, the following questions needs to be clarified. 
· For each IAB node and Donor gNB, what kind of processing is needed in the PDU session layer (i.e. adding/replacing/removing the routing related information).
· Are any configurations needed for the IAB nodes and Donor gNB to enable the PDU session layer routing? What are the details of such configurations? For a further step, which node is responsible for such configurations? 
Issue 2. QoS enforcement.
In architecture 2a, there is a full PDU session in each backhaul link. Thus the whole QoS-flow based QoS model can be reused in the backhaul link. However, there is still a need to clarify what kind of QoS information should be carried in the PDU-session-layer according to different PDU session types, and whether the QoS information is enough for the QoS enforcement of all types of user traffic over the air interface. For example, if the PDU session type is IP, DSCP can be carried as the QoS information in IP layer, but how to map the DSCP to the QoS flow still needs to be determined. In addition, whether the granularity of DSCP is sufficient needs to be studied also.  
Issue 3. Procedures of IAB node integration. 
As agreed in the last RAN 3 #100 meeting, IAB-node integration has the three phases [3]. For architecture 2a, phase 2 involves setup of the IAB-node’s gNB and UPF as well as integration into the PDU-session forwarding layer across the wireless backhaul. More details about the implementation of phase 2 need to be investigated.
Issue 4. Support of multi-connectivity 
With architecture 2a, all the air interface protocols of each hop terminate at the parent node. Thus there seems to be a problem with supporting multi-connectivity with such an architecture. This needs to be addressed, because the traditional 1a/3c based multi-connectivity architecture would not be suitable.  
Issue 5. Topology adaptation. 
Sometimes, the topology of IAB network may change due to some reasons, e.g. link blockage, load balancing, mobility etc. it can be deduced that some core network (CN) nodes ) will be involved with architecture 2a (at least the UPF of an IAB node is changing when the IAB node switches to a new parent node. More details about the procedures of topology adaptation, such as context and data forwarding, CN involved signalling, etc., should be studied for architecture 2a.
Proposal 2: A lot of open issues, e.g. routing, QoS enforcement, IAB node integration, support of multi-connectivity, topology adaptation, etc.,  need to be addressed for the architecture 2a in this study item.
3 Conclusion
In this contribution, based on the definition of architecture 2a, the protocol stacks for multi-hop IAB network with L3 relaying solution is introduced and analysed, and we get the following proposals:
[bookmark: OLE_LINK15]Proposal 1: Agree the proposed UP and CP protocol stacks as candidate solution for architecture 2a.
Proposal 2: A lot of open issues, e.g. routing, QoS enforcement, IAB node integration, support of multi-connectivity, topology adaptation, etc.,  need to be addressed for the architecture 2a in this study item.
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