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[bookmark: _Toc509506724][bookmark: _Toc509506904]Introduction
[bookmark: _Hlk509572055]In RAN-2 meeting #101bis on IAB-architectures, it was agreed to further study the various user plane aspects for L2-relaying architecture including placement of the adaptation layer, functions supported by the adaptation layer, impact on scheduler and QoS. In the context of QoS, there were some contributions arguing for making the UE context visible/available in all IAB nodes along the data path that serve the UE, which may not be a scalable solution and would require changes to the MAC scheduler. 
In this contribution, we study the QoS issue for multi-hop IAB system, proposing simple alternatives such as smart sharing of available logical channels among end-user traffic over the backhaul links.  
Adaptation Layer Functions
[bookmark: _Hlk509522710]As explained in [1] and [2], placing the adaptation layer above the RLC minimizes the standardization impact. Also, multiplexing/aggregation of end-user bearers over the backhaul bearers should be carried via the adaptation layer in that case. The main role of the adaptation layer should be the forwarding of the packets to the intended IAB node while fulfilling the QoS requirements. In other words, the intermediate IAB nodes need to necessarily know only about the intended IAB node for the packets. It is the destination/last IAB node that has the UE context information for routing the packets to the exact UE. 
However, this does not mean that intermediate IAB nodes are unaware of QoS requirements of the end-user bearers. In fact, QoS requirements are considered during mapping configuration at the intermediate IAB nodes. The adaptation layer at IAB nodes should know how to multiplex/de-multiplex packets, while employing the configured mapping rules. 
Having each intermediate IAB node become fully aware of each individual UE context, and that each UE bearer having a separate logical channel in each IAB node is not a scalable solution. Besides, for this extreme level of granularity, we need to increase enormously the number of logical channel IDs (LCIDs), which currently can be a maximum of 29 for DRBs (32 LCIDs, for which 3 are reserved for SRBs). Furthermore, as discussed also in [2], merely placing the adaptation layer below RLC does not provide any gain in granularity unless modifications are made to the MAC scheduling and buffer status reporting mechanisms. 
[bookmark: _Toc513739313]It is not scalable to have a separate backhaul bearer in each hop corresponding to each UE bearer being served via that hop.
[bookmark: _Toc513739314]By properly configuring the adaptation layer, the intermediate IAB nodes can forward the packets according to QoS requirements of end-user bearers without knowing the full UE context.
[bookmark: _Toc513739315]To achieve fine granularity via putting the adaptation layer below RLC, the MAC scheduler as well as buffer status reporting must be modified. 

[bookmark: _Hlk509571545][image: C:\Users\ezmuhaj\Downloads\QoS_Unaware.png]
[bookmark: _Hlk513104252][bookmark: _Hlk509836056]Figure 1 Example of QoS unaware mapping 
QoS Support for Multi-hop IAB System
[bookmark: _Hlk509849609][bookmark: _Toc509849962][bookmark: _Toc509850200][bookmark: _Toc509851058][bookmark: _Toc509851109][bookmark: _Toc510096636][bookmark: _Toc510098576][bookmark: _Toc510109182][bookmark: _Toc510110095][bookmark: _Toc510186099][bookmark: _Toc510186207][bookmark: _Toc510599683][bookmark: _Toc510603620][bookmark: _Toc510618815][bookmark: _Toc510713114][bookmark: _Toc512802106][bookmark: _Toc512840310][bookmark: _Toc512845972][bookmark: _Hlk509846182]In a multi-hop IAB system, UEs can access the network via IAB nodes that are different hops away from the donor DU. Furthermore, UEs attached to the same IAB node may need to establish DRBs with different QCIs. In such situation, where some UEs are more hops away from the donor DU than other UEs, a mechanism may be needed to ensure fairness among the UEs. A baseline solution could be that the adaptation layer only provides routing information without considering QoS or fairness aspect. The mapping rules configured at the adaptation layer of DUs forward the ingress backhaul bearer to egress backhaul bearer irrespective of the QoS requirements of the end-user traffic aggregated at these backhaul (IAB) bearers. Figure 1 shows an example of this QoS unaware mapping case where traffic belonging to different QoS classes are multiplexed at same IAB bearers.   
 A simple approach to include the QoS and fairness aspects in routing can be to have a separate (dedicated) backhaul bearer for each QoS class per subsequent IAB nodes. Consequently, the first DU (donor DU) must support a relatively large number of backhaul bearers, that is, the number of hops/links times the number of QoS classes as shown in Figure 2. The number of backhaul bearers supported by the other IAB node depends on their position related to donor DU and will be smaller than the bearers supported by the donor DU. Though this approach does not require any changes to the MAC scheduler for providing QoS/fairness, it may not be scalable. For instance, this approach can support up to 7 hops IAB system with 4 QoS classes without exceeding the existing number of logical channels in NR.
[bookmark: _Toc513739316]A simple but unscalable approach which does not require any changes to the scheduler is to assign a separate backhaul bearer to each QoS class per subsequent IAB node.
A more scalable, yet still simple (no modifications are needed to the scheduler) solution for supporting fairness/QoS, is to share smartly the backhaul bearers among QoS classes of IAB nodes that are different hops away from donor DU. For example, traffic belonging to a distant IAB node with high priority can have a dedicated bearer at all the links/hops. While relatively low priority traffic belonging to the same IAB node can share backhaul bearer with high priority traffic for nearby (to donor DU) IAB node. 
Figure 3 illustrates an example of such sharing of backhaul bearers among traffic with different QoS classes and number of hops to traverse. In this example, the traffic for IAB3 with QCI1 is assigned a dedicated backhaul bearer at all the intermediate links. However, traffic for the same IAB node with QCI3 is sharing backhaul bearer with traffic for IAB2 with QCI2 along with traffic for IAB1 with QCI1. For this solution, the mapping decisions in all the DUs can be implemented by the CU, enabling the adaptation layer at the intermediate IAB nodes to multiplex/de-multiplex the packets properly. 
The multi-hop IAB system should strive to fulfil the latency requirements of bearers with strict delay requirements, irrespective of the number of hops involved. This might require over-dimensioning, i.e., dedicated backhaul bearers (for delay intolerant traffic) in certain links of the system and is up to network operators how to implement the mapping rules.  

[image: C:\Users\ezmuhaj\Downloads\QoS_per_IAB.png]
[bookmark: _Hlk513104589]Figure 2 Example of separate backhaul bearer for each QoS class per subsequent IAB node

[image: C:\Users\ezmuhaj\Downloads\BH_QoS.png]
[bookmark: _Toc512840311][bookmark: _Toc512845973][bookmark: _Toc513211580]Figure 3 Example of sharing backhaul bearers among different QoS classes  

[bookmark: _Toc513739317]Existing number of logical channels can be enough for multi-hop relaying system if shared intelligently among end-user bearers.
[bookmark: _Toc513739318]To ensure fairness, high priority traffic belonging to distant IAB nodes can be assigned separate IAB bearer at all the intermediate hops/links.
[bookmark: _Toc513739319]To compensate the farness factor, low priority traffic for distant IAB nodes can share IAB bearers with high priority traffic for nearby IAB nodes.
[bookmark: _Toc513739320]For services with strict delay tolerance, the mapping rules at the IAB nodes could consider the end-to-end delay as a QoS parameter rather than the number of hops.
[bookmark: _Toc513739321]Agree to study solutions for QoS fairness when sharing existing backhaul bearers for end user traffic in IAB multi hop systems.

How the adaptation layer is setup/reconfigured is discussed in [3].
Summary
In this contribution, we presented simple alternatives for how to consider the QoS and fairness aspects while routing end-user traffic in a multi-hop IAB system. We proposed a far less complex approach that intelligently shares the backhaul bearers among the end-user traffic for different IABs requiring no changes to MAC scheduler and buffer status reporting for the uplink traffic. 
[bookmark: _Toc509506736][bookmark: _Toc509506915][bookmark: _Hlk509503543]Conclusion
[bookmark: _In-sequence_SDU_delivery]In this contribution, we have observed that: 
Observation 1	It is not scalable to have a separate backhaul bearer in each hop corresponding to each UE bearer being served via that hop.
Observation 2	By properly configuring the adaptation layer, the intermediate IAB nodes can forward the packets according to QoS requirements of end-user bearers without knowing the full UE context.
Observation 3	To achieve fine granularity via putting the adaptation layer below RLC, the MAC scheduler as well as buffer status reporting must be modified.
Observation 4	A simple but unscalable approach which does not require any changes to the scheduler is to assign a separate backhaul bearer to each QoS class per subsequent IAB node.
Observation 5	Existing number of logical channels can be enough for multi-hop relaying system if shared intelligently among end-user bearers.
Observation 6	To ensure fairness, high priority traffic belonging to distant IAB nodes can be assigned separate IAB bearer at all the intermediate hops/links.
Observation 7	To compensate the farness factor, low priority traffic for distant IAB nodes can share IAB bearers with high priority traffic for nearby IAB nodes.
Observation 8	For services with strict delay tolerance, the mapping rules at the IAB nodes could consider the end-to-end delay as a QoS parameter rather than the number of hops.

[bookmark: _Toc509506670][bookmark: _Toc509506741][bookmark: _Toc509506763][bookmark: _Toc509506797][bookmark: _Toc509506865][bookmark: _Toc509506920][bookmark: _Toc509506937][bookmark: _Toc509507106]Based on these observations, we propose the following:
Proposal 1	Agree to study solutions for QoS fairness when sharing existing backhaul bearers for end user traffic in IAB multi hop systems.
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