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Introduction
Based on TR 38.874 v021 (2018-05) [1] related to IAB for NR Study Item in [2], multi-hop backhauling is considered (especially beneficial for above 6-GHz), this contribution proposes design principles for multi-hop route selection to meet the QoS requirements based on general requirements.

Discussion
Requirements for multi-hop backhauling
Based on [1], the requirements for multi-hop backhauling consist of:

· Flexibility in hop count
· No limit in the number of backhaul hops
· Redundant connectivity i.e. there can be more than one route to destination
· Backhauling autonomous reconfiguration (under circumstances such as blockage and load variation)
· Core Network signalling should not be impacted

Design principles
For all the architecture options under consideration in [1], the Donor should be able to infer whether a route towards the UE fulfills the end-to-end QoS requirements. 
In particular, the (potential) contribution of each IAB node to the QoS has to be known or deduced. Also whenever the QoS requirements cannot be anymore fulfilled by an IAB node, the Donor should be aware of it to reconfigure another route.
The QoS Flow is the finest granularity of QoS differentiation in the PDU Session. A QoS Flow ID (QFI) is used to identify a QoS Flow in the NR System. User Plane traffic with the same QFI within a PDU Session receives the same traffic forwarding treatment (e.g. scheduling, admission threshold). QFI shall be used for all PDU Session Types. The QFI shall be unique within a PDU Session. The QFI may be dynamically assigned or may be equal to the 5QI, a scalar used as a reference to NR QoS characteristics, i.e. access node-specific parameters that control QoS forwarding treatment for the QoS Flow (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.). 

These characteristics are: 
*resource type (GBR, delay critical GBR, non GBR); 
*priority level (PL) differentiating QoS flows of the same UE or different UEs; 
*packet delay budget (PDB) which is an upper bound for the time that a packet may be delayed between the UE and the UPF; 
*packet error rate (PER), an upper bound for the rate of PDUs having been processed by the sender of a link layer protocol but are not successfully delivered by the corresponding receiver to upper layer;
*guaranteed/maximum flow bit rate (GFBR/MFBR) for uplink and downlink for GBR flow, the bit rate that is guaranteed to be provided by the network over the averaging time window where the bit rate is computed;
*notification control for a GBR QoS flow indicating whether notifications are requested from the RAN towards SMF in CN when the GFBR can no longer (or again) be fulfilled for a QoS flow during its lifetime;
*maximum packet loss rate for the QoS flow in the uplink and downlink directions.

Taking the example of PDB as QoS information, the end-to-end PDB (which is currently considered in the QoS Flow Level QoS Parameters IE of the Xn interfaces) should not be exceeded by the cumulative PDB of successive additional hops. In particular, the Donor could define a number of hops depending on the upper bound value of the QoS parameter to be fulfilled along with radio resources mapping to each Node. 
In order to allow for autonomous backhauling operation in case of load or congestion situation, a Node would reconfigure towards the adjacent node, the radio resources mapping to ensure the requested QoS for the Node can still be met.
At last, a Node would notify the Donor when the value can no longer (or again) be fulfilled for a DRB or for a UE.

Based on the above, the following design principles can be made:
Proposal 1: An IAB Node should be able to reconfigure the DRBs list mapping towards the adjacent node or the Donor to meet the required QoS.
Proposal 2: An IAB Node should be able to notify the adjacent node or the Donor when the required QoS is no longer (or again) be fulfilled for a DRB or for a UE.

Those design principles apply to any architecture options currently considered (1a-b, 2a-c) given that there are existing radio resources between the nodes.
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Conclusion
Based on the requirements for IAB, it is proposed to discuss and agree on the proposals: 
Proposal 1: An IAB Node should be able to reconfigure the DRBs list mapping towards the adjacent node or the Donor to meet the required QoS.
Proposal 2: An IAB Node should be able to notify the adjacent node or the Donor when the required QoS is no longer (or again) be fulfilled for a DRB or for a UE.
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