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Introduction
[bookmark: _GoBack]In this contribution, we highlight the increasing challenges of supporting higher data rates in the UE. We will seek to identify these potential problems, in the best interest of the operators, network vendors and UE vendors.
Discussion
LTE and NR share the same behavior at RLC NACK reporting: The reordering timer is started at the receiver, whenever a gap in sequence numbers is detected and its expiration triggers a status report to be sent to the transmitter. Upon the reordering timer expiry, if a status PDU has been sent, subsequent status PDUs will not be transmitted if the status prohibit timer is running. As a result, long NACK delay due to reordering or prohibit timer running may delay retransmission of missing PDUs and causing data stall at L2, e.g. at LTE RLC or at NR PDCP (since reordering is performed at PDCP only in NR. A significant reordering buffer size is required to support high data rate in error-prone environment, especially for high data rate EN-DC split bearer, causing performance issue for TCP traffic and unnecessarily increased load at network due to packets being dropped at UE on buffer overflow.

We illustrate below the potential layer 2 buffer size requirement in perfect scenario vs in error-prone scenario. While L2 buffer size requirement is still being discussed in email discussion 100#33, for the ease of reading, we take the equation from TS 38.306 to show the impact of RTT in MCG split bearer case.

From TS 38.306 [1],
[bookmark: _Toc502520597]4.1.4	Total layer 2 buffer size
The total layer 2 buffer size is defined as the sum of the number of bytes that the UE is capable of storing in the RLC transmission windows and RLC reception and reordering windows for all radio bearers, and for UEs capable of split bearers, also in PDCP reordering windows for all split radio bearers.
The required total layer 2 buffer size for split bearer operation in MR-DC is calculated by MaxULDataRate * RTT + MaxDLDataRate_SN * RTT + MaxDLDataRate_MN * (RTT + Xn delay + Queuing in SN). Otherwise it is calculated by MaxDLDataRate * RTT + MaxULDataRate * RTT. MaxULDataRate, MaxDLDataRate_SeNB, MaxDLDataRate, MaxDLDataRate_MeNB are based on the highest rate in MR-DC or NR band combinations.
Wherein Xn delay + Queuing in SN = 25ms

RTT values and L2 buffer size equation for EN-DC have not been finalized by 3GPP, we take the similar approach. For EN-DC SCG split bearer, the L2 RTT without retransmission should be estimated by LTE HARQ RTT, which we assume as 8ms.
Layer 2 buffer size without retransmissions= (0.3 Gbps * 8ms + 20 Gbps * 8ms + 1 Gbps* [8ms + 25ms]) 
=24.4 MegaByte (1)

However, in error-prone scenario, assuming maximum of 5 HARQ retransmissions in LTE and considering a maximum status reporting delay at RLC due to t-statusProhibit timer value 40ms, the maximum RLC RTT can be estimated to be 5*8 ms + 40 ms = 80 ms. RLC PDUs for NR will be delayed by LTE RTT if the PDCP buffer detects holes due to LTE packets being missed. Layer 2 buffer size with retransmissions is computed in equation 2:
Layer 2 buffer size with retransmissions = (0.3 Gbps * 80ms + 20 Gbps * 80ms + 1 Gbps* [80ms + 25ms]) 
= 216.1 Megabyte  (2)

Considering throughput reduction when packets are retransmitted, the L2 buffer size computation when data rate is halved is computed in equation 3
Layer 2 buffer size with retransmissions and reduced throughput= (0.15 Gbps * 80ms + 10 Gbps * 80ms + 0.5 Gbps* [80ms + 25ms]) = 108.1 Megabyte  (3)
[image: ]
As can be seen from the above equations plotted in the graph above, L2 buffer size would linearly increase with the worst case L2 RTT for a single RLC data packet. The longer the RTT, the bigger the buffers need to be. As fluctuations over the air interface are inevitable L2 has to buffer data and wait until the HARQ/ARQ completed, the HARQ/ARQ transmission could be delayed over the air interface causing packet loss. As UE modem memory is a limited resource, it is difficult to guarantee the requirements of each DRB can be fulfilled in all scenarios. For a particular DRB, at 100% buffer occupancy, packets are discarded. 
[bookmark: _Hlk503439104]The above equation to calculate L2 buffer size assumed MCG split bearer and accounted for the Xn and SN buffering delay. However, for the SCG split bearer, the equation does not provide for the delay when SgNB awaits data from MeNB during packet loss. In this case, the waiting time of data received from SgNB may be larger than the RTT values considered above and further impacts on Xn delay may need to be considered. The required buffer size in the worst case is expected to be larger than the computed numbers.

Observation 1: When L2 RTT increases due to HARQ retransmissions and long status reporting delay caused by t-reordering/reassembly and t-statusProhibit, the UE reordering buffer build-up is significant. UE is forced to drop packet due to buffer overflow resulting in poor user experience and increased load at network side in practice.
Observation 2: UE modem memory is a limited resource. It is not possible to guarantee the requirements of each DRB in all scenarios. 
Observation 3: The L2 buffer computation in 38.306 may not account for all scenarios and the worst case build up may be higher.
Observation 4: Status PDUs are often not sent soon enough due to reordering timer or status prohibit timer running which further delays repopulation of holes.
Observation 5: If the RLC status reporting frequency can be increased, the holes can be repopulated sooner. 
Observation 6: Eliminating holes faster at high throughputs can reduce the UE buffer requirements and improve the user experience due to faster recovery and packet drop due to buffer overflow pending data retransmission.
Observation 7: Configuring t-statusprohibit and t-pollretransmit timers with very small value to facilitate faster transmission of status report might not be useful in all cases (e.g. cell edge) and will increase the system overhead.
Proposal 1: RAN2 to agree on the above observations and investigate how to ensure efficient RLC status reporting to address this problem
Summary
Based on the above discussions, we recommend RAN2 discusses the following observations and proposals:
Observation 1: When L2 RTT increases due to HARQ retransmissions and long status reporting delay caused by t-reordering/reassembly and t-statusProhibit, the UE reordering buffer build-up is significant. UE is forced to drop packet due to buffer overflow resulting in poor user experience and increased load at network side in practice.
Observation 2: UE modem memory is a limited resource. It is not possible to guarantee the requirements of each DRB in all scenarios. 
Observation 3: The L2 buffer computation in 38.306 may not account for all scenarios and the worst case build up may be higher.
Observation 4: Status PDUs are often not sent soon enough due to reordering timer or status prohibit timer running which further delays repopulation of holes.
Observation 5: If the RLC status reporting frequency can be increased, the holes can be repopulated sooner. 
Observation 6: Eliminating holes faster at high throughputs can reduce the UE buffer requirements and improve the user experience due to faster recovery and packet drop due to buffer overflow pending data retransmission.
Observation 7: Configuring t-statusprohibit and t-pollretransmit timers with very small value to facilitate faster transmission of status report might not be useful in all cases (e.g. cell edge) and will increase the system overhead.
Proposal 1: RAN2 to agree on the above observations and investigate how to ensure efficient RLC status reporting to address this problem
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