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1. Introduction
Duplication operation was mostly discussed for UL. For DL, it is assumed that the NW can configure and activate/deactivate the duplication operation whenever needed, without the need to inform the UE, and without impact on UE PDCP receive operation.

However, it seems this approach can lead to a non-optimal behavior related to the larger reordering timer needed when both links are used. In this contribution, we analyze the issue further and make some proposals, both for DL and UL packet duplication operation.
2. Discussion
2.1. Background on PDCP packet duplication
PDCP packet duplication feature is mainly targeting URLLC traffic, but is also considered more generally for any DRB, for instance to improve reliability at the time of handover. One can think for instance of a video streaming use case using UM, where PDCP packet duplication could be activated at cell edge scenarios to keep reliability/latency to an acceptable level, especially during HO.

When a DRB is considered to be potentially used with duplication, it is first configured with 2 links (RLC entities/logical channels associated to the PDCP entity). As long as duplication is not activated for the DRB, only one link is used; when duplication is activated, both links are used, one for the original PDCP PDUs and one for the duplicate PDCP PDUs.
2.2. Background on DL PDCP reordering
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Figure 1
The PDCP receive operation uses a PUSH based reordering window. The reordering window lower edge “RX_DELIV” is pushed by arrival of PDCP PDU with COUNT = RX_DELIV, or by expiry of the reordering timer.

The reordering timer is started whenever it was not already running and a gap is created in the received COUNT sequence. Actually, the reordering timer operation is used whether in-order or out-of-order delivery to application layer is configured (in case of OOO, it is needed for window maintenance and duplicate detection). 

In NR, RLC delivers complete RLC SDUs to PDCP as soon as they are received, i.e. contrary to LTE, there is no in-order-delivery from RLC to PDCP. Hence, even when a single LCH is used, PDCP reordering needs to be configured:

· for UM, the reordering timer shall be higher than the maximum HARQ re-transmission delay

· for AM, the reordering timer shall be higher than the maximum ARQ re-transmission delay 

However, the reordering timer introduces delay in delivering PDCP SDUs to upper layers whenever in-order-delivery is configured and there is a PDCP COUNT gap. Such PDCP COUNT gap can occur due to packet loss on the air interface (in UM), or PDCP PDU discard from the NW side (in AM or UM). 
Hence, to limit the degradation of the DRB latency, the smallest possible value should be configured.

Observation 1: To limit degradation of latency in case of COUNT gap, the smallest possible t-reordering value should be configured.

2.3. Issue with PDCP reordering and Packet Duplication

When 2 links are used for duplication, then in case of DC with non-ideal backhaul, or in case of DC/CA with different queuing delays at the transmitter, an additional delay between both LCHs is expected at the PDCP receiver. In the following, we consider the impact if the NW wants to use packet duplication in such scenario.
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Figure 2
Observation 2: When duplication is activated, an additional delay between both LCHs may be expected at the PDCP receiver.

DL PDCP packet duplication
For DL PDCP packet duplication, a consequence is that for a DRB configured for packet duplication, the NW will have to configure a larger reordering timer. It can be done either: 

· at the time DL duplication is configured, or more generally before activation of DL duplication: 

A problem is that while duplication is not activated, the latency is degraded in case of PDCP COUNT gap, as the PDCP entity at the UE will wait the missing PDCP PDU(s) during a longer time than needed (it would actually wait for potential arrival of the PDCP PDU from the alternative leg)
· at the time duplication is activated: 

A problem is added RRC signaling, which is not adapted to quickly trigger the DL duplication when required, especially in cell edge scenarios (that’s the reason why a MAC CE was introduced to activate/deactivate duplication in UL, while a RRC signaling would have been also possible).

One approach could be to pre-configure a reordering timer to be used when DL duplication is activated. This can be part of PDCP configuration. In addition to baseline reordering timer to be used when DL duplication is not activated, an alternative reordering timer can be configured to be used when DL duplication is activated.

The activation/deactivation of DL duplication can be detected either explicitly (by using a MAC CE, similarly as for activation/deactivation of UL duplication) or implicitly (e.g., considering DL duplication is activated whenever UL duplication is activated, or detecting data arrival on both links).
Proposal 1: Consider pre-configuration of an alternative reordering timer value to be used when DL duplication is activated, and ways to detect DL duplication activation.

UL PDCP packet duplication
The same issue can be discussed for UL PDCP duplication, especially in case of DC (dual connectivity).

In this scenario, packet duplication is activated by MAC CE from either master node (MN) or secondary node (SN). The (receiving) PDCP entity is located at MN or SN. The PDCP entity needs to know that UL duplication was activated/deactivated to adapt the reordering timer, however this decision might be taken by the node which does not host the PDCP entity.

It is proposed that in such scenario, the node activating/deactivating the UL duplication indicates such decision to the node hosting the PDCP entity (if different) through Xn/X2 signaling. This enables the node hosting the PDCP entity to adapt the reordering timer.
Proposal 2: Consider adding necessary Xn/X2 signaling to notify the receiving PDCP entity whether UL packet duplication was activated/deactivated by the node not hosting the PDCP entity.
3. Conclusion 

In this contribution, we discussed some aspects of reordering timer for PDCP operation with duplication, and made the following observations and proposals:

Observation 1: To limit degradation of latency in case of COUNT gap, the smallest possible t-reordering value should be configured.
Observation 2: When duplication is activated, an additional delay between both LCHs may be expected at the PDCP receiver.
Proposal 1: Consider pre-configuration of an alternative reordering timer value to be used when DL duplication is activated, and ways to detect DL duplication activation.
Proposal 2: Consider adding necessary Xn/X2 signaling to notify the receiving PDCP entity whether UL packet duplication was activated/deactivated by the node not hosting the PDCP entity.
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