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1 Introduction
RAN2 has agreed that a QoS flow can be remapped from one DRB to another DRB, however, how to ensure in-order delivery during QoS flow remapping is not clarified. Moreover, in last meeting, RAN2 confirmed that SDAP header shall remain fixed to 8 bits. 
In this paper, we discuss the potential solutions to address the out-of-delivery issue, and propose to use “End-marker” and “Start-marker” solution with minimal delay. We also explain how “End-marker” and “Start-marker” can be realized by adding a new field in the SDAP header.
2 Discussion
QoS flow remapping, i.e., redirect a QoS flow from an old DRB to another DRB, may cause out-of-order delivery. Since new DRB may have higher priority, the data over new DRB may be delivered to the receiver side earlier than the data over old DRB even they are scheduled in-sequence in the transmitter side. Needless to say, out-of-order delivery causes serious impact to system performance and downgrades the user experience. Therefore, even it is up to RAN to initiate QoS flow remapping procedure, in-order delivery shall still be guaranteed during the transition.
Proposal 1: In-order delivery shall be guaranteed during QoS flow remapping.
Solution #1: SDAP transmitter buffering 
One straightforward solution is, when QoS flow remapping is taking place, the SDAP transmitter ensures that the transmission over new DRB is only started after the last transmission over old DRB is acknowledged. This solution has no impact on SDAP header format, and can be left as an implementation issue. We think the solution can work well in DL as the gNB controls the scheduler and can initiate QoS flow remapping only when all DL data is acknowledged. However, to manage the QoS flow remapping in UL, since the UE has no information on when pending UL data will be granted and acknowledged, it must start a timer to limit the maximum waiting time. If any of the UL data over old DRB was not acknowledged, transmission over new DRB can only be started after the timer expiry. Therefore, the solution introduces additional latency during QoS flow remapping and impact the performance of delay-sensitive applications. 
Observation 1: The solution of “SDAP transmitter buffering” introduces additional latency during QoS flow remapping and impacts the performance of delay-sensitive applications. 
Solution #2: End-marker/Start-marker
Another solution is to explicitly indicate the sequence across different DRBs from SDAP transmitter to SDAP receiver by using “End-marker” in SDAP header. When the QoS flow mapping is happening, the SDAP transmitter polls an “End-marker” in last packet of a QoS flow over old DRB; when the SDAP receiver receives the packet with the “End-marker”, it knows that the flow is going to end in this DRB. If the SDAP receiver subsequently receives packets of same flow in the new DRB, it can seamlessly pass the data to upper layer. On the other hand, if the SDAP receiver receives packets of the same flow in the new DRB without receiving a packet with “End-marker” in the old DRB, it knows that out-of-order delivery has occurred and holds the new packet until the “End-marker” is received. An illustration is shown in figure 1. 
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Figure 1: Use of “End-marker” to indicate the end of flow in old DRB.
Moreover, when there is no packet to add for “End-marker” in the old DRB, the SDAP transmitter shall directly add a “Start-marker” to indicate the start of packet flow in the new DRB. Upon receiving the “Start-marker” packet in the receiver side, SDAP can directly pass the data to upper layer without waiting. 
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Figure 2: Use of “Start-Marker” to indicate the start of flow in new DRB.
Observation 2: The solution of “End-marker/Start-marker” can guarantee in-order delivery in both DL/UL without introducing additional latency.
Proposal 2: Use “End-marker/Start-marker” solution to guarantee in-order delivery for QoS flow remapping.
Note that “End-marker” and “Start-marker” can be merged into a single bit in SDAP header. During QoS flow remapping, the SDAP transmitter always uses either “End-marker” or “Start-marker” depending on if there’re pending transmission over old DRB; whereas the SDAP receiver either waits for the “End-marker” from old DRB or “Start-marker” from new DRB. Hence, the solution can be simply realized by adding 1-bit parameter in the SDAP header format.
Figure 3 and Figure 4 show an example of how 1-bit “End/Start marker” can be presented in both DL/UL SDAP header. 

[image: ]
Figure 3: DL SDAP Data PDU format with SDAP header
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Figure 4: UL SDAP Data PDU format with SDAP header
Proposal 3: Add 1-bit parameter in both DL/UL SDAP header format as “End-marker/Start-marker” solution.
3 Conclusions
Proposal 1: In-order delivery shall be guaranteed during QoS flow remapping.
Observation 1: The solution of “SDAP transmitter buffering” introduces additional latency during QoS flow remapping and impacts the performance of delay-sensitive applications. 
Observation 2: The solution of “End-marker/Start-marker” can guarantee in-order delivery in both DL/UL without introducing additional latency.
Proposal 2: Use “End-marker/Start-marker” solution to guarantee in-order delivery for QoS flow remapping.
Proposal 3: Add 1-bit parameter in both DL/UL SDAP header format as “End-marker/Start-marker” solution.
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