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Introduction
In this contribution, we highlight the increasing challenges of supporting higher data rates in the UE. We will seek to identify these potential problems, in the best interest of the operators, network vendors and UE vendors.
Discussion
In MR-DC, the NR link due to lower latency compared to the LTE link may cause buffer congestion at the UE. In scenarios where a split bearer is configured across LTE and NR, if LTE leg experiences bad channel condition, NR packets received at peak rate will fill up the L2 buffer quickly. As explained in our companion paper [1], it is not practical to assume UE always has sufficient buffer size to sustain the Rx window size requirement in NR PDCP. Buffer congestion continues until the PDCP reordering timer expires and the missing PDUs are considered lost impacting TCP performance, or worse, the DRB needs to be reestablished due to RLC retransmissions exceeding limits. 
TS 38.323 [2] defines the PDCP SN to be 18 bits in length which equates to a PDCP buffer size of 1.17 Gigabytes for MTU of 9000 bytes.

6.3.2	PDCP SN
Length: 12, or 18 bits as indicated in table 6.3.2.1. The length of the PDCP SN is configured by upper layers (pdcp-SN-Size in TS 38.331 [3]).
Table 6.3.2-1: PDCP SN length
	Length
	Description

	12
	UM DRBs, AM DRBs, and SRBs

	18
	UM DRBs, and AM DRBs



PDCP Buffer size= (2^18-1) * 9000 bytes= 1.17 Gigabytes
Buffer congestion is likely to happen considering the UE will have limited memory for L2 buffer and not all UE would be able to support L2 buffer size of 1.17 Gigabytes required by PDCP as shown below.
The problem can be summarized in the below observations:
Observation 1: PDCP and RLC design assumes the receive window of UE is capped by SN space. In EN-DC scenario the expected buffer size assumed by such fixed flow control is 1.17 Gigabytes. 
Observation 2: For split bearer, if one RLC channel condition is waiting for retransmissions and the other RLC is transmitting at peak rate, the buffer buildup may force UE to drop packet due to buffer overflow resulting in poor user experience and increased load at network side in practice.
Observation 3: As the memory allocation among radio bearers is dynamic in implementation, it is difficult to guarantee the traffic can be accepted at UE with current PDCP and RLC mechanisms relying on fixed size windowing mechanism. 
Observation 4: For split bearers, the difference between LTE and NR link RTTs due to different channel conditions can create memory build up. For example, LTE leg can get stuck while NR data filling up the memory waiting for LTE data in PDCP. 
Observation 5: Once UE memory is exhausted, new data will not be accepted by the receiver if one leg is stuck due to pending retransmissions and other leg is receiving packets.
Note that even with fast retransmission at PDCP, as the feedback to PDCP must wait for RLC status report, the retransmission may not be sufficiently fast. In addition, UE memory allocation is dynamic and the network condition is not easy to predict, therefore it is difficult for the network to estimate the acceptable new data load.
Observation 6: From UE point of view, receive buffer would be congested until data rate at the receiver is throttled for the link with higher throughput to allow the other link to receive packets and clear the congestion.
[bookmark: _GoBack]Observation 7: Fast retransmission may be too slow by the time HARQ retransmissions are finished in EN-DC on LTE.
Proposal 1:  RAN2 to agree on the above observations and investigate how to eliminate PDCP buffer congestion efficiently to address this problem
Summary
Based on the above discussions, we recommend RAN2 discusses the following observations and proposals:
Observation 1: PDCP and RLC design assumes the receive window of UE is capped by SN space. In EN-DC scenario the expected buffer size assumed by such fixed flow control is s 1.17 Gigabytes. 
Observation 2: For split bearer, if one RLC channel condition is waiting for retransmissions and the other RLC is transmitting at peak rate, the buffer buildup may force UE to drop packet due to buffer overflow resulting in poor user experience and increased load at network side in practice.
Observation 3: As the memory allocation among radio bearers is dynamic in implementation, it is difficult to guarantee the traffic can be accepted at UE with current PDCP and RLC mechanisms relying on fixed size windowing mechanism. 
Observation 4: For split bearers, the difference between LTE and NR link RTTs due to different channel conditions can create memory build up. For example, LTE leg can get stuck while NR data filling up the memory waiting for LTE data in PDCP. 
Observation 5: Once UE memory is exhausted, new data will not be accepted by the receiver if one leg is stuck due to pending retransmissions and other leg is receiving packets.
Observation 6: From UE point of view, receive buffer would be congested until data rate at the receiver is throttled for the link with higher throughput to allow the other link to receive packets and clear the congestion.
Observation 7: Fast retransmission may be too slow by the time HARQ retransmissions are finished in EN-DC on LTE.
Proposal 1:  RAN2 to agree on the above observations and investigate how to eliminate PDCP buffer congestion efficiently to address this problem
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