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1. Introduction
In previous RAN2 meetings, following agreements related CA packet duplication were made:
RAN2#97bis

4
PDCP duplication solution for CA requires only one MAC entity.

5
logical channel mapping restrictions need to be introduced to handle duplicates in within one MAC entity (CA).
RAN2#98

Agreements for duplication in CA case

1
Duplication on a single carrier will not be supported

2
RRC configured mapping of the 2 duplicate LCHs to different carriers will be supported (One carrier cannot have both of the duplicate LCHs mapped to it)

3
Duplicated PDCP PDUs are submitted to two different RLC entities
It was considered that existing BSR procedure could also be used to handle CA packet duplication. However, it appears that in some scenarios, activating CA duplication might prevent triggering BSR, thus potentially degrading the latency of the bearer, contrary to the expected behaviour. 
In this contribution, we consider further this issue and propose a solution.

2. Discussion
2.1. Background on CA duplication
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Figure 1
When CA duplication is configured and activated for a radio bearer, PDCP entity performs PDCP PDU duplication and submits the original and duplicate PDCP PDU towards 2 different legs (RLC entities / LCHs). The RLC entities submit corresponding RLC PDUs towards the same MAC entity through 2 LCHs.
In order to ensure that those RLC PDUs are sent on different carriers, these LCHs are restricted to use different component carriers (or equivalently Serving Cells).

This is illustrated in the Figure 1 above, where LCH1 is restricted to use CC1, and LCH2 is restricted to use CC2. The mapping can be configured by RRC, for instance by setting the parameter lcp-allowedServingCells.
2.2. Issue with CA duplication and regular BSR trigger
The legacy principle for regular BSR (triggered upon new data arrival), which is reused in NR, is that a regular BSR should be triggered when there is new UL data available for a higher priority LCH, compared to the priority of LCH already containing available UL data (only LCHs mapped on a LCG are considered). The data available for a LCH can be buffered in RLC and/or PDCP.
The CA duplication may be typically configured for URLCC type of traffic. The priority of the corresponding LCHs is expected to be set higher than other type of LCHs (such as the ones use for eMBB) so that presence of eMBB data do not prevent triggering a regular BSR upon new data arrival for the URLLC RB. As both LCHs (initial and duplicated) are supposed to be equivalent, and serves the same RB, it is expected that they are configured with the same LCH priority.

Observation 1: It is expected that both initial and duplicated LCHs are configured with same (high) priority.

Typical URLLC traffic would consist in short data bursts. While duplication is not activated, arrival of such short data burst would normally trigger a regular BSR, as long as there is not already data available for transmission for the LCH. It is important for latency purpose that the gNB scheduler has timely notification of arrival of new UL data bursts.

If there was already data available transmission for the LCH, a BSR was already triggered, and resources requested. For such use case, the understanding is that since anyway a first burst transmission was not yet finished, there is less need to have a timely indication of arrival of a second data burst. A later periodic BSR/padding BSR enables the gNB scheduler to keep knowledge on the UE buffer status.
Observation 2: Regular BSR trigger enables timely notification of new UL data burst for quick UL scheduling

However, while duplication is activated, it is possible that the duplicated leg encounters a temporary blockage, leading to data being temporary stuck in the duplicated leg (i.e. there is still data available for transmission for the duplicated LCH). Arrival of a new UL data burst would then not trigger a regular BSR, even if the initial leg was empty. Only a later periodic BSR or padding BSR might notify the gNB scheduler of the presence of new UL data, several ms later. This would unnecessarily delay the scheduling of the UL data burst transmission. Hence, it appears that using a duplicated leg might have an adverse effect on latency if the duplicated leg is temporary blocked.
Such issue does not occur with DC duplication since 2 MAC entities are used, and BSRs are triggered independently from each other.

Observation 3: A temporary blockage of the duplicated leg may prevent regular BSR triggering, degrading latency

To avoid this potential drawback, it could be possible for the gNB to configure the duplicated leg with a lower priority than the initial leg. However, the opposite issue may occur, whereby a temporary blockage if the initial leg may prevent regular BSR triggering even if the duplicated leg is empty.
Observation 4: Generally, a regular BSR might not be triggered upon new UL data arrival for a RB whenever data for this RB is stuck in one leg, even if data is not stuck on the other leg, degrading latency

It seems a better approach would be to take into account LCH restriction to CCs in the regular BSR trigger mechanism.

2.3. Modified regular BSR trigger
Generally, it seems desired that upon new UL data arrival for a LCH restricted to use some CCs (denoted as restricted LCH), when considering the LCHs with already available data for the purpose of regular BSR triggering, only a subset of LCHs should be considered. In the example of Figure 1, upon new UL data arrival from LCH1, data already available in LCH2 should not be considered (i.e. should not prevent triggering a regular BSR), and vice-versa.

When considering several RBs, the configuration in the Figure 2 below may occur. Both RB1 and RB2 might be used for URLLC traffic, with the same (high) priority. RB2 might need more bandwidth, justifying the need to configure 2 carriers for each leg.
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Figure 2
If CC1 is temporary blocked, LCH1 might have stuck available data. Upon new UL data arrival for LCH3, since LCH3 is allowed to use CC3, which was not the case for LCH1, it seems desirable to trigger a regular BSR, as this would enable the gNB scheduler to provide UL resources on CC3.

Hence, regarding the subset of LCHs to be considered upon new UL data arrival for a LCH restricted to use some CCs, an approach could be to exclude the LCHs which cannot use at least one of the carriers which can be used by the LCH with new UL data arrival, or equivalently to keep only LCHs which can use at least all CCs allowed for the LCH with new UL data arrival.
Proposal 1: When checking LCHs containing available UL data for the purpose of triggering regular BSR, only the LCHs which can use at least all of the serving cells allowed for restricted LCH with new UL data shall be considered.

Additionally, in [1], it is considered that BSRs for initial and duplicated should be transmitted twice, on each carrier group, in order to align the BSR reliability improvement with the expected data reliability improvement. In our understanding, this needs first that BSRs are triggered independently. The above proposal ensures that BSRs for initial and duplicated LCHs are triggered independently, even if MAC does not assume a simultaneous data arrival, or if some data was stuck in one of the LCH.
3. Conclusion 

In this contribution, we make the following observations and proposals:

Observation 1: It is expected that both initial and duplicated LCHs are configured with same (high) priority.
Observation 2: Regular BSR trigger enables timely notification of new UL data burst for quick UL scheduling
Observation 3: A temporary blockage of the duplicated leg may prevent regular BSR triggering, degrading latency
Observation 4: Generally, a regular BSR might not be triggered upon new UL data arrival for a RB whenever data for this RB is stuck in one leg, even if data is not stuck on the other leg, degrading latency
Proposal 1: When checking LCHs containing available UL data for the purpose of triggering regular BSR, only the LCHs which can use at least all of the serving cells allowed for restricted LCH with new UL data shall be considered.
A TP based is proposed in the Annex.
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Annex – TP
5.4.5
Buffer Status Reporting
[…]
A BSR shall be triggered if any of the following events occur:

-
the MAC entity has new UL data available for a logical channel which belongs to an LCG; and either

-
the new UL data belongs to a logical channel with higher priority than the priority of any logical channel containing available UL data which belong to any LCG, and which is allowed to use at least all of the serving cell(s) allowed for the logical channel with new UL data; or

-
none of the logical channels which belong to an LCG and which are allowed to use at least all of the serving cell(s) allowed for the logical channel with new UL data contains any available UL data;


in which case the BSR is referred below to as 'Regular BSR';
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